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Synopsis:

This thesis describes the design and analysis of
an Attitude Determination and Control System
(ADCS) for CubeSats and has been motivated by
the need for such a system on AAUSAT3, the next
satellite from Aalborg University.
Evaluation of the performance of the designed
ADCS is addressed with the introduction of a sim-
ulation environment for AAUSAT3, implemented
in Matlab Simulink as a library. Effort has been
put in keeping the library reusable and it can there-
fore easily be extended for future satellites.
An ADCS hardware prototype has been developed
with the purpose of testing chosen sensors and ac-
tuators, which are a 3-axis magnetometer, a 3-axis
gyroscope, sun sensors and magnetorquers.
A quaternion implementation of an Unscented
Kalman Filter for attitude estimation on CubeSats
using a low cost of the shelf sensor setup, is pro-
posed. Emphasis has been put in making the im-
plementation accessible to other CubeSat develop-
ers via pseudo code and results indicate, that it is
possible to achieve acceptable attitude estimation,
even during eclipse, without high precision sensor
setups, as long as bias in the sensors are estimated.
It is finally shown, how reliable detumbling can be
achieved by use of a B-dot control law that also
provides 2-axis attitude stability relative to the lo-
cal geomagnetic field by use of a permanent mag-
net. Additionally, ideas for a globally stabilizing
attitude acquisition controller using model predic-
tive control theory is given and problems associ-
ated with magnetic actuation and nonlinear model
predictive control are outlined.

The contents of this report are freely available, but publication (with specification of source) may only be done

after arrangement with the authors.





Preface

This thesis documents the work on the Attitude Determination and Control System (ADCS)
for the AAUSAT3 satellite. It is written as part of a Master’s program within Intelligent
Autonomous Systems at Aalborg University in the Department of Electronic Systems during
the period from September 2009 to June 2010.

Citations are made using the IEEE style, e.g. a reference to Spacecraft Attitude Determina-
tion and Control by J. R. Wertz is given as [1] and references to multiple sources are written
as [1, 2, 3]. Equations, figures and tables are numbered according to chapter and location,
e.g. second figure in chapter three is numbered 3.2. Functions and file names are written in
verbatim font as main(). Acronyms, reference frames, general notations and symbols used
in the thesis are presented in the nomenclature after this preface.

All the presented algorithms are implemented in Matlab and simulated using Simulink. The
simulation environment including design and test files can be found on the appended CD,
together with datasheets and this thesis in pdf format.

The authors would like to thank Professor Rafael Wisniewski and Assistant Professor Jes-
per A. Larsen for supervising. The authors would furthermore like to thank the former
students who have been involved in development of the Matlab satellite simulation environ-
ment for AAUSAT-II. This work has been a great help, during development of a simulation
environment for testing the ADCS algorithms for AAUSAT3.

Aalborg University, June 3rd, 2010

Kasper Fuglsang Jensen Kasper Vinther
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Nomenclature

Acronyms

AAU Aalborg University.
ACS Attitude Control System.
ADS Attitude Determination System.
ADCS Attitude Determination and Control System.
ADCS1 ADCS subsystem 1.
ADCS2 ADCS subsystem 2.
AIS Automatic Identification System.
AIS1 AIS subsystem 1.
AIS2 AIS subsystem 2.
CAM CAMera subsystem.
CAN Controller Area Network.
CoM Center of Mass.
CoP Center of Pressure.
DaMSA Danish Maritime Safety Administration.
EKF Extended Kalman Filter.
ESA European Space Agency.
EPS Electrical Power Supply subsystem.
FDI Fault Detection and Isolation.
FoV Field of View.
FP Flight Planner.
FPGA Field-Programmable Gate Array.
GEO GEostationary Orbit.
GPS Global Positioning System.
I2C Inter-Integrated Circuit.
ICD Interface Control Document.
IGRF International Geomagnetic Reference Model.
JD Julian Date.

continued...
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LEO Low Earth Orbit.
LOG LOGging subsystem.
MCC Mission Control Center.
MCU MicroController Unit.
MPC Model Predictive Control.
NORAD North American Aerospace Defense Command.
NSO North Sea Observer.
PCB Printed Circuit Board.
P-POD Poly Picosatellite Orbital Deployer.
RAAN Right Ascension of the Ascending Node.
RK4 Fourth-order Runge Kutta.
S-AIS Space based AIS.
SDP Simplified Deep-space Perturbations.
SGP Simplified General Perturbation.
SoI Spheres of Influence.
SPI Serial Peripheral Interface.
SVD Singular Value Decomposition.
TBD To Be Desided.
TLE Two-Line orbital Element set.
TSI Total Solar Irradiance.
TOMS Total Ozone Mapping Spectrometer.
UKF Unscented Kalman Filter.
UHF Ultra High Frequency subsystem.
VHF Very High Frequency subsystem.

Reference Frames

ECI (i) Earth Centered Inertial reference frame.
ECEF (e) Earth Centered Earth Fixed reference frame.
ORF (o) Orbit Reference Frame.
SBRF (s) Satellite Body Reference Frame.
CRF (c) Controller Reference Frame.

Notation

The following mathematical notations are used in this thesis.

Vectors are written with bold face and matrices are written with bold face, capital letter and
underlined as

v
M
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The elements in a vector are listed as

v = (v1, v2, v3) = [v1 v2 v3]T

(1)

The reference frame a vector belongs to is indicated as

cv

where c denotes the CRF. Rotations are written

s
cq

which is a rotation from the CRF to the SBRF described by a quaternion. The transpose is
denoted

vT

The complex conjugate is denoted

q∗

The inverse of a matrix is written as

M−1

Unit vectors are typed as

û

A tilde is the small signal value and a line indicates the operating point value

ĩ, ī

Time derivatives are denoted with a dot as

ẋ
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Symbols

Symbol Description Unit
A Surface area

[
m2

]
Amt Area enclosed by magnetorquer

[
m2

]
Amt Perpendicular vector to Amt

[
m2

]
A(q) Rotation matrix defined by a quaternion [−]
Asat Max projected surface area of the satellite

[
m2

]
as Semimajor axis of an ellipse [m]
BE Geomagnetic field vector [T ]
Bmt Magnetic field vector from magnetorquer [T ]
Bpm Magnetic field vector from permanent magnet [T ]
bs Semiminor axis of an ellipse [m]
Ca Aerodynamic drag coefficient [−]
Cd B-dot controller gain [−]
Cra Absorption coefficient [−]
Crs Specular reflection coefficient [−]
Crd Diffuse reflection coefficient [−]
Crk Dimensionless constant [−]
c Speed of light in vacuum [m/s]
c f Distance from center of ellipse to focus point [m]
dm Distance between two masses [m]
Eecl Eclipse indication (boolean value) [−]
Ekin Rotational kinetic energy of a rigid body [J]
Epot Potential energy [J]
Etot Total energy defined as the sum og kinetic and potential energy [J]
ee Eccentricity [−]
Fas Force caused by atmospheric drag [N]
Frs Force caused by solar radiation [N]
Fsolar Mean integrated energy flux

[
W/m2

]
Isat Inertia matrix of the satellite

[
kgm2

]
io Inclination of the orbit plane

[
deg

]
Imt Current through magnetorquer [A]
J (·) Cost function [−]
L Angular momentum [Nm · s]
Ma Mean anomaly

[
deg

]
ma Arbitrary mass

[
Kg

]
mE Mass of the Earth

[
Kg

]
mctrl Control magnetic moment vector generated by magnetorquers

[
Am2

]
mpm Magnetic dipole moment of the permanent magnet

[
Am2

]
mmms Effective magnetic dipole moment of the satellite

[
Am2

]
msat Mass of the satellite

[
Kg

]
nm Mean motion

[
rev/day

]
continued...
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Symbol Description Unit
nw Number of windings for magnetorquer [−]
mmt Effective magnetic dipole moment of magnetorquer

[
Am2

]
Nas Aerodynamic torque [Nm]
Nc Control horizon [−]
Nctrl Control torque [Nm]
Ndes Desired control torque [Nm]
Ndist Disturbance torque [Nm]
Next External torque [Nm]
Ngg Gravity gradient torque [Nm]
Nmrs Magnetic residual torque [Nm]
Np Prediction horizon [−]
Npm Torque caused by permanent magnet [Nm]
Nrs Radiation torque [Nm]
Prm f Mean momentum flux

[
kg/ms2

]
Pxkzk

State-measurement cross-covariance matrix [−]
Pzkzk

Measurement covariance matrix [−]
RES Vector from the Earth to the Sun [m]
REse Vector from the Earth to the satellite [m]
Rmt Resistance in magnetorquer coil [Ω]
RsS Vector from the satellite to the Sun [m]
rscp Vector from the CoM to CoP of the satellite [m]
rsi Radius of SoI [m]
re Mean Earth radius [m]
S(·) 3 x 3 skew symmetric matrix [−]
Tcoil Magnetorquer coil temperature [◦C]
Ts Sampling time [s]
tacc Time period to detumbled satellite [s]
te Time of epoch

[
days

]
tp Time of perigee passage

[
days

]
V (·) Objective function [−]
Vdes Desired voltage over a magnetorquer coil [V]
Vsat Velocity vector of the satellite [m/s]
vsun Sun vector measurement [m]
vmag Magnetic field vector measurement [m]
W(c) Weight in the UKF [−]
W(m) Weight in the UKF [−]
wc Filter cutoff frequency [rad/s]
Z Predicted measurement (based on sigma point) [−]
Υ Vernal equinox [−]
Φ Model Jacobian matrix (discrete) [−]
ω Angular velocity vector (ω1, ω2, ω3) [rad/s]
ωinit Initial angular velocity [rad/s]
ωp Argument of the perigee

[
deg

]
continued...
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Symbol Description Unit
ωreq Required angular velocity [rad/s]
Ω(·) 4 x 4 skew symmetric matrix [−]
Ωa Right ascension of the ascending node

[
deg

]
α Scaling parameter in UKF [−]
β Scaling parameter in UKF [−]
δq Error quaternion [−]
δx Error state [−]
δω Error angular velocity [rad/s]
θbpm Angle between mpm and BE

[
deg

]
θcB Angle between Amt and BE

[
deg

]
κ Scaling parameter in UKF [−]
λ Scaling parameter in UKF [−]
µ0 Vacuum permeability

[
N/A2

]
µE Geocentric gravitational constant

[
m3s−2

]
µg Gravitational constant

[
m3s−2

]
ρa Atmospheric density

[
kg/m3

]
υa True anomaly

[
deg

]
χ Sigma point [−]
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Terminology

ARM7 refers to the 32 [bit] Atmel ARM microcontroller AT91SAM7A3.
Apogee is the point where a satellite reaches the greatest distance to the

Earth during its orbit.
Attitude is the orientation of a satellite in a certain reference frame.
AVR8 refers to the 8 [bit] Atmel microcontroller AT91CAN128.
Ecliptic plane represents Earth’s orbit around the Sun. It is inclined at an

approximate angle of 23 [deg] to the equator.
Eclipse is the transit of Earth blocking all or some of the Sun’s radiation

as seen from a satellite.
Epoch is a moment in time for which the position or the orbital elements

of a celestial body are specified.
Geoid is the equipotential surface which would coincide exactly with the

mean ocean surface of the Earth.
Geostationary is the state where a satellite appears stationary in the ECEF. This

is approximately an altitude of 35 900 [km] above the Earth’s
equator and a speed matching the rotation of the Earth.

Mean anomaly of a satellite, moving with a constant angular speed, is the angle
it has traveled since perigee measured in radians.

Nadir is the direction towards the center of the Earth.
Orbital rate is the mean angular velocity of a satellite during an orbit around

the Earth.
Latitude is the angular distance north or south of the Earth’s equator, mea-

sured in degrees.
Longitude is the angular distance east or west from the prime meridian at

Greenwich, measured in degrees.
Pitch, roll, yaw are the angles describing the attitude of a satellite in a reference

frame. Pitch is the rotation about the y-axis, roll refers to rotation
about the x-axis and yaw is the rotation about the z-axis.

Perigee is the point where a satellite reaches the smallest distance to the
Earth during its orbit.

System engi-
neering group

is a design and planning group, consisting of members of the
AAUSAT3 team.

Vernal Equinox is where the ecliptic plane crosses the equator going from south
to north. Equinox happens twice a year and vernal is the spring
equinox (northern hemisphere spring).
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Chapter 1
AAUSAT3 - Satellite Monitoring of
Ships Around Greenland

This thesis describes the design and analysis of an Attitude Determination and Control
System (ADCS) for CubeSats and has been motivated by the need for such a system on
AAUSAT3, the next satellite from Aalborg University.

AAUSAT3’s mission, its subsystems and mechanical design and requirements for the ADCS
are first introduced, before an outline of the thesis is given at the end of this chapter.

1.1 Satellites at Aalborg University

The history of developing satellites at Aalborg University (AAU) began with the assistance
in building the first danish satellite, the Ørsted satellite, which was launched in February
1999 [11]. Since then, two satellites have been developed at AAU and launched into space.
A short summary of their mission and the current status of the satellites are given here.

AAU-CUBESAT: AAU-CUBESAT was the first satellite build by students at AAU. The
work on AAU-CUBESAT began in 2001 and finished when the satellite was launched into
space in June 2003. The mission of the AAU-CUBESAT was to take pictures of the sur-
face of the Earth, particular of Denmark, using an on-board camera. Connections was
established with the satellite, however, problems with the battery capacity meant that only
simple telemetry data was downloaded and no pictures were taken. Attempts to contact the
satellite was aborted after a while even though the satellite still transmitted signals [12].

AAUSAT-II: AAUSAT-II, as the name indicates, is the second CubeSat build at AAU. The
work began in the summer of 2003 and ended when the satellite was launched into space in
April 2008. The primary mission of the AAUSAT-II satellite was to [13]:

• Establish one-way communication.

• Establish two-way communication.
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• Test of an Attitude Determination and Control System (ADCS).

• Measure gamma ray burst from outer space using a gamma ray detector developed by
the Danish Space Research Institute (DSRI)

Both one-way and two-way communication has been established to the satellite, however,
problems with tumbling makes it difficult to upload and download large data packages from
the satellite. For reasons unknown, no gamma rays have been measured. The satellite is
furthermore rebooting constantly with a period of 2-5 hours. This is assumed to be caused
by a Controller Area Network (CAN) receiver that is overheating. The high rate tumbling
can be reduced using the on-board detumble controller, however, this must be switched on
manually every time the satellite reboots. The tumbling is worsened further as the satellite
seems to actively accelerate its angular velocity. This is assumed to be caused by the wires
to the solar panels, which in theory could form a large magnetic residual that interacts with
the magnetic field of the Earth [13].

Students from AAU also participated in the construction of the SSETI Express satellite
during the same period as the construction of the AAUSAT-II satellite. The SSETI Express
satellite was build by 23 groups of students from many countries and was launched into
space in October 2005. The satellite suffered from a malfunction in the electric power
system and the mission ended only 12.5 hour after the satellite was activated [14].

The work on the third satellite (AAUSAT3) developed at AAU began in 2007. The mission
of the AAUSAT3 satellite will be described in the following.

1.2 AAUSAT3 Mission Description

The Danish Maritime Safety Administration (DaMSA) task is to make navigation safe in
both national and international waters and furthermore they have a vision to make the Dan-
ish waters the safest in the world [15]. Currently they are close to achieving this in the
Danish waters, however, the surveillance of ships in the waters around Greenland, which
also fall under the DaMSA’s area of responsibility, is lacking.

The DaMSA wishes to monitor the seas around Greenland using Automatic Identification
System (AIS) signals. In Denmark, AIS signals are received by ground stations, however,
the ground-based receivers have a limit of almost 100 [km] [16], because transmissions
cannot be received beyond line of sight of the ship. This method will therefore not be able
to cover the large open seas around Greenland and the many inlets along Greenland’s coasts.

One way to solve the problem of receiving AIS signals in large open waters is to use Low
Earth Orbit (LEO) satellites with AIS receivers. The DaMSA has already entered into an
agreement with exactEarth Ltd., a company providing a space-based AIS (S-AIS) service
called exactAIS, to use their services on a paid trial basis [16]. Furthermore the DaMSA
proposed the main mission for the AAUSAT3 satellite, namely, to collect S-AIS data from
a CubeSat and evaluate the performance.

AAUSAT3 has four other secondary missions relying on four secondary payloads: An At-
titude Determination and Control System (ADCS), a camera (CAM), a Global Positioning
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System (GPS) receiver and a Field-Programmable Gate Array (FPGA). The secondary mis-
sions of the AAUSAT3 satellite is to:

• Test how well the ADCS can control a LEO CubeSat.

• Take a picture of the surface of the Earth for publicity.

• Test the GPS receiver in space.

• Test the FPGA’s resilience towards the harsh conditions in space.

In order to evaluate the combined success of the missions for the AAUSAT3 satellite a
number of mission success criteria has been made. These will be presented after a small
summery of other current initiatives in the use of the AIS.

1.2.1 Current Developments within Space-Based Automatic Identification Sys-
tem

In February 2009 the European Commission launched a project called PASTA MARE [17]
with the purpose of making an in depth assessment of the performance of S-AIS. The project
is scheduled to be a two year study with the following main tasks [18]:

• Identify regions with high maritime density and develop a digital map in order to
define areas where S-AIS may reach its limits.

• Identify potential interference which can affect the AIS signal.

• Determine with which confidence a vessel can be detected in a given area and with
a given maritime traffic density. To determine this, the S-AIS data will be compared
against terrestrial AIS data and other ship monitoring systems such as the Long Range
Identification and Tracking (LRIT) and Vessel Monitoring System (VMS).

• Have the European Space Agency (ESA) to develop and manufacture an improved
S-AIS sensor, which can be used to calibrate and validate future S-AIS sensors.

• Summarize conclusion and recommendations for the next step towards S-AIS service.

According to [18] the main issue of receiving AIS signals from space is due to message
collision. AIS communication system utilizes a self-organizing principle i.e. ships within
signal range to other ships will form self-organizing cells, where the AIS messages are
synchronized. A S-AIS receiver has a larger footprint (over 3000 [km] in diameter) and
will subsequently receive messages from multiple self-organizing cells, which can cause
message collision [16, 18, 19]. Another major issue is saturation of the S-AIS receiver in
areas with high maritime density [18].

As mentioned previously, some companies have already launched several satellites into
space with AIS receivers. In June 2009 the company COM DEV launched a subsidiary
called exactEarth Ltd. [16], which is scheduled to provide S-AIS data in the third quarter
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of 2010 [16]. COM DEV began investigating S-AIS in 2004 and launched a demonstration
satellite in April 2008, which was able to de-collide a large number of AIS messages [16].
Currently two new satellites with S-AIS receivers is scheduled to be launched in June 2010
and a third in early 2011 [16]. Another company called ORBCOMM launched 6 satellites
capable of receiving AIS signals in space in 2008 and is furthermore planning to launch 18
second generation satellites capable of receiving, collecting and forwarding AIS data [20].
A third company called SpaceQuest placed a satellite with an AIS receiver in orbit in 2007
and launched more satellites with advanced AIS payloads in July 2009 [21].

The 18. of November 2009, ESA, as a part of the COLAIS project, had the Columbus mod-
ule flown to the International Space Station. The Columbus module brought two advanced
AIS receivers, which can de-scramble AIS messages and take Doppler shifting into ac-
count. The two receivers NORAIS and LUXAIS are developed by the Norwegian Defence
Research Establishment (FFI) and the company LuxSpace respectively. The two receivers
are activated alternately, two months at a time over a period of two years, in order to demon-
strate S-AIS message reception, message decoding and signal sampling [19].

The most ambitious project to deploy global S-AIS ship monitoring is the GLobal AIS
and Data-X International Satellite (GLADIS) constellation proposed by the Space Systems
Development Department (SSDD)1. The GLADIS constellation is proposed to be an inter-
national project, where a number of countries/nations together must develop, manufacture
and launch 30 nano-satellites into space, which must be able to receive AIS signals, as well
as the required number of launch vehicles and satellite dispensers. SSDD suggest that five
launch vehicles and five dispensers are necessary to deploy the 30 satellites into space [22].

The U.S. government will provide six of the satellites, as well as one launch vehicle and
one dispenser. The U.S. government will also provide specifications/designs for satellites
and dispensers. The participating countries/nations can then build or buy as well as control
their own satellites. SSDD predicts three possible outcomes of the project proposal [22]:

• Project is canceled due to little interest.

• U.S. launches six satellites into space, but no other countries/nations participate.

• Multiple countries joins the project and all 30 satellites are launched into space.

The current status of the GLADIS constellation project is unknown.

As a final note it is worth mentioning that besides maritime surveillance, AIS has also
proven effective as a Search And Rescue Transponder (AIS SART) by the Norwegian com-
pany JOTRON. According to [23] the AIS SART contributes to faster and more effective
Search and Rescue (SAR) operations.

1Research and development organization of the Naval Center for Space Technology (NCST) located at the
U.S. Naval Research Laboratory in Washington DC.
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1.2.2 AAUSAT3 Mission Success Criteria

To make the AAUSAT3 mission a complete success both the expectations of the DaMSA
and the AAUSAT3 design team must be satisfied. The main expectation for the DaMSA,
as mentioned previously, is to evaluate the possibilities of receiving AIS messages from
ships via satellite. This, fist of all, require that the AAUSAT3 satellite is able to receive
AIS signals from space and if possible to obtain sufficient amounts of data to make area of
detection as well as probability of detection analysis [24].

The expectation of the AAUSAT3 design team is stated as a number of mission success
criteria. The number of fulfilled criteria indicates the success of the mission, i.e. if all
criteria are fulfilled, then the mission is a complete success. The mission success criteria
for the AAUSAT3 satellite is summarized here (made by the AAUSAT3 engineering group):

• Two-way communication with the satellite is established.

• The satellite is capable of monitoring all sea around Greenland in one pass.

• The ship traffic data around Greenland can be downloaded via UHF in subsequent
passes over Aalborg.

• The satellite can receive GPS coordinates to evaluate received AIS data.

• The satellite can detumble itself and point the antennas in certain directions.

• The satellite is able to take pictures of the surface of the Earth.

• All subsystems are able to operate in space.

Figure 1.1 illustrates the expected outcome of the mission of the AAUSAT3 satellite. The
figure shows positions of ships based on real data obtained from a test of AAUSAT3 during
the BEXUS flight2 in October 2009 [25].

2The BEXUS program is a joint project between the Swedish Space Corporation (SSC) and the German
Aerospace Center DLR, where students have the opportunity to perform experiments in a maximum altitude of
35 [km] for a duration of two to five hours [25].
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500 km

Figure 1.1: AIS signals received from ships and ground stations during the BEXUS flight.
The map is generated with Google Earth.

1.3 AAUSAT3 Subsystems and Mechanical Design

AAUSAT3 consists of multiple subsystems, which, to some extent, can operate indepen-
dently of each other. Each subsystem is essentially a piece of software, which is needed
to perform a specific task such as attitude determination and control. In most cases this
piece of software is located on its own MicroController Unit (MCU), which is connected to
the necessary hardware. All subsystems are connected through a Controller Area Network
(CAN), which is illustrated in Figure 1.2.

CAMADCS1 AIS1

AIS2

EPS LOG

FP UHF GPS

MCC

CAN

ADCS2

FPGA

Figure 1.2: Distributed structure of the AAUSAT3 satellite. Each subsystem is described
in Subsection 1.3.2.

Subsystems are developed on different hardware, but they have a common software frame-
work, which ensures a high degree of modularity, flexible development and reconfigurabil-
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ity of the subsystems. The modularity, flexibility and reconfigurability of the distributed
structure on AAUSAT3 is shown in Figure 1.3.

Application 1
(e.g. LOG) . . . Software

platform

Kernel, com-
munication, 
services and 

drivers

MCU

Bootloader

Application 2
(e.g. FP)

Application 3
(e.g. AIS1)

Kernel, com-
munication, 
services and 

drivers

MCU

Bootloader

Figure 1.3: The software structure of AAUSAT3. Each MCU has the same layers in order
for the subsystem software to be interchangeable.

The software layers are exactly the same, except the application layer (top layer) which
contains the subsystem software.

1.3.1 Mechanical Design

AAUSAT3 is a one unit CubeSat with a length and width of 10 [cm] and a height of 11 [cm],
which is the required size for a one unit CubeSat according to the CubeSat standard [26].
The expected mechanical design of AAUSAT3 is presented in Figure 1.4.

Antenna

GPS
ADCS

GPS antennaSolar cell

EPS

FPGA

AIS

UHF

Batteries

Antenna

CAM

Figure 1.4: Mechanical structure of the AAUSAT3 satellite. The CAM is placed on the
opposite side of the GPS antenna. Side panels are only shown for one side.
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AAUSAT3 consists of an outer frame, which supports an inner stack consisting of six
Printed Circuit Boards (PCB). AAUSAT3 also has a CAMera (CAM), a GPS antenna and
two batteries. Furthermore, the frame supports the deployable antennas in the top of the
satellite. The satellite will also have six side panels, which supports the solar cells, sun
sensors and temperature sensors.

1.3.2 Subsystem Descriptions

In order for the reader to be familiarize with the different subsystems on AAUSAT3, a small
summery of their functionality is given in the following.

Platform with EPS, LOG and FP

The Electrical Power Supply subsystem (EPS) converts power generated by the solar cells
into at suitable voltage used to charge the batteries and furthermore it distributes and moni-
tors power to all the subsystems. The Flight Planner (FP) is essentially a schedule contain-
ing planned actions for a given time e.g. when to start recording of AIS data. The FP also
maintains the time on the satellite. The LOGging subsystem (LOG) stores log-messages
from all subsystems. The messages can then be downloaded from the satellite on request.

UHF

The Ultra High Frequency (UHF) transceiver subsystem ensures that the satellite is able to
receive commands and software from the ground station and that the satellite is able to send
data back.

Ground Station/MCC

The ground station/Mission Control Center (MCC) is not a subsystem on the satellite. The
MCC is the link between the satellite and the ground team and is necessary in order to up-
load commands and software to the satellite as well as downloading data from the satellite.

AIS1 and AIS2

The hardware based Automatic Identification System 1 (AIS1) and the software based AIS2
subsystems receives AIS messages from ships and stores them on the satellite. The AIS
subsystems are able to pack AIS messages received for the same ship in order to lower the
amount of data. The AIS data can be downloaded from the satellite on request.

8
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CAM

The CAM takes and stores pictures which can be downloaded from the satellite on request.
The CAM has no scientific purpose, but has been included with the intention of creating
publicity for AAU and AAUSAT3.

GPS

The GPS is used to determine the position of the satellite in space. The position can be
used in the evaluation of AIS data where the position of the satellite for the given data is
valuable e.g. to evaluate the effective distance of the AIS monitoring. Furthermore the
position is valuable for use in the ADCS e.g. to evaluate the precision of the estimated
satellite position.

FPGA

The FPGA do not have any functionality. The FPGA is included to test how resistant it is
against the harsh conditions in space.

ADCS1 and ADCS2

The ADCS contains the following aspects:

• Attitude Estimation: The ADCS must be able to point the satellite in a given direc-
tion, which requires that the ADCS is able to determine the attitude of the satellite.

• Attitude Control: As the given attitude of the satellite may not be the wanted atti-
tude, the satellite must be able to control it.

The ADCS1 can be thought of as reduced ADCS, which only performs simple control
tasks such as detumbling of the satellite. The ADCS2 subsystem is a fully featured ADCS,
which can perform simple control tasks such as detumbling, but also more advanced control
task such as pointing control. The purpose of having two ADCS subsystems capable of
detumbling the satellite is to ensure robustness and reliability of the ADCS. Hence if one
subsystem fails, the other is able to take over.

The ADCS will be discussed more thoroughly throughout this thesis. The ADCS can be
split into an Attitude Determination System (ADS) and an Attitude Control System (ACS).
The ADS uses sensors and estimation algorithms to determine the attitude of the satellite,
while the ACS uses actuators and control algorithms to control the attitude of the satellite.

9
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1.4 Motivation for Development of an ADCS

A distinction should be made between orbit determination and control and attitude deter-
mination and control. This work deals with the latter of the two. Attitude refers to the
orientation/rotation of the satellite in space. It is assumed that the parameters describing the
orbit, explained in Section 2.1, are determined beforehand and no attempt will be made to
e.g. change the altitude of the satellite, which is orbit control. This is a valid assumption be-
cause orbit parameters for all spacecrafts are determined by the North American Aerospace
Defence Command (NORAD) and are published in the Two Line Element (TLE) format
[27], also described in Section 2.1. This means that the position of the satellites can be
estimated directly, at a given time, without measurements from satellite on-board sensors.
However, this requires frequent updates of the orbit parameters in order to maintain accu-
racy over time (see discussion in Section 4.2).

It is desired to be able to control the attitude of AAUSAT3 due to the fact that several
applications on board the satellite will benefit from attitude control and the ability to point
the satellite with accuracy. The reasons for development of an ADCS are:

• The direction of highest gain for the AIS antenna should be pointed downwards, or in
a certain angle relative to the Earth’s surface, in order to maximize receival of signals
from ships. Knowing the orientation of antennas also helps in evaluating performance
of the AIS receivers.

• The direction of highest gain for the GPS antenna should be pointed up towards the
GPS satellites, orbiting in a height of approximately 20 000 [km]
[28].

• A camera payload needs pointing accuracy and slow angular velocity to take good
pictures.

• The communication between the satellite and a ground station can be optimized, if
the satellite antenna tracks the ground station.

• Power generated from the solar panels can be optimized, by maximizing the surface
area of the solar panels pointing towards the Sun.

Beyond these reasons, the development of an ADCS also meets the learning requirements
stated in the curriculum [29] and will hopefully give results usable for future space missions
with Cubesats.

1.5 Expected Orbit for AAUSAT3

It is expected that AAUSAT3 will be launched into space by PSLV-C20 (an Indian rocket)
in the first quarter of 2011. The rocket will place AAUSAT3 in a sun-synchronouos polar
orbit, i.e. the AAUSAT3 satellite will have an inclination close to 90

[
deg

]
.
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Furthermore it is expected that the orbit altitude will be close to 620 [km] and, in gen-
eral, that the orbital parameters are approximately the same as the AAUSAT-II satellite.
Hence TLEs from AAUSAT-II are used for simulation and testing of the ADCS algorithms
designed for AAUSAT3.

1.6 ADCS Requirements

The motivation described in Section 1.4 is translated into functional requirements and per-
formance requirements for the ADCS. These requirements are used in the development and
form the framework for test of algorithms and hardware, making it possible to conclude
how well the attitude determination and control problem is solved.

1.6.1 ADCS Mission

Figure 1.5 presents the mission of the ADCS for AAUSAT3.

Rocket

Deployer

AAUSAT3

Launch

Deploy

Detumble
control

Receive GPS
signals and/or

take picture

Ship

MCC

Detumble
control

Upload of TLE
and commands

Pointing control

Detumble
control

Receive AIS
signals

Figure 1.5: Sketch of the ADCS’s mission.
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As shown in Figure 1.5, the satellite is launched into space with a rocket. The satellite is
stored in a Poly-PicoSatellite Orbital Deployer (P-POD), which will deploy the satellite in
an altitude of approximately 620 [km]. The deployment sequence can cause the satellite to
tumble and the ADCS will therefore initiate a detumble sequence, which will stabilize the
satellite. When the satellite is detumbled, a TLE is uploaded from the ground station and the
time is synchronized. The ADCS can then use pointing control to receive AIS signals, take
pictures of the Earth and receive GPS signals. When pointing control is no longer required
the ADCS keeps the satellite detumbled.

1.6.2 Functional Requirements

The motivation and the mission description leads to the following functional requirements
for the ADCS, with §6 as parent requirement (the numbering comes from the online docu-
mentation shared between the members of the AAUSAT3 team [30]).

§6 The satellite must be able to detumble itself and point antennas and camera in certain
directions.
This defines two tasks to be performed by the ADCS: Detumbling and pointing.

§6.1 The ADCS hardware must not rely on moving parts.
This has been determined by the system engineering group and will improve robust-
ness and reliability of the satellite.

§6.2 The ADCS hardware should be gathered on one PCB (CubeSat size), with the possi-
bility of putting sensors and actuators on the side-panels of the satellite.
Having a dedicated PCB for ADCS eases the development of the subsystem, since
the interface to other subsystems is reduced to a minimum.

§6.3 The ADCS hardware must comply with the Interface Control Document (ICD), see
Appendix H.
This ensures that the developed hardware is compatible with the rest of the satellite.

§6.4 The ADCS detumble hardware must be fully redundant for improved reliability.
It is of high priority that the satellite is capable of detumbling itself, since it is expe-
rienced from AAUSAT-II that tumbling increases, when the satellite is not actively
trying to detumble itself.

§6.5 The ADCS must detumble the satellite.
Referred to as simple control. This gives a more stable communication link, with less
high frequency fading of the radio signal (at the time of writing AAUSAT-II tumbles
with an approximate velocity of 2.5 [Hz], causing communication problems [13]).

§6.6 The ADCS must be able to point antennas and camera towards a target.
Referred to as advanced control. This will potentially optimize data transfer, GPS
module operation and render it possible to control what the camera takes pictures of.

12
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§6.7 The ADCS must be able to detect and accommodate sensor and actuator faults.
To further improve robustness and reliability.

§6.8 The satellite shall be able to carry out autonomous detumbling.
Detumbling shall start 30 to 45 minutes after activation of AAUSAT3.

As mentioned in Section 1.3, ADCS can be split into two subsystems: The ADS part re-
sponsible for estimation of the attitude and the ACS part responsible for obtaining a desired
reference attitude, given the estimated attitude. These subjects are the main topics of this
thesis. Fulfillment of requirement §6.7 is handled by group 10gr832 and is considered out
of the scope of this thesis, however, general ideas of how to accommodate faults and design
of redundant hardware are presented.

1.6.3 Performance Requirements

Performance requirements are important when evaluating the usefulness of different con-
trollers and algorithms and to be able to conclude if the designed systems are performing as
required in order to optimize the chances of mission success.

The CubeSat will be deployed from a Poly-PicoSatellite Orbital Deployer (P-POD), with a
spring and sliding rail concept, as shown in Figure 1.6.

Spring

Slide

Rail

Cubesat P-POD

Initial tumble

Figure 1.6: Initial tumbling of CubeSat after ejection from P-POD.

An initial tumble is to be expected due to the P-POD separation mechanism. In [31] this
value was set to 10 [deg/s] for the SSETI satellite. This value will be used, even though
the SSETI satellite was not a CubeSat. AAUSAT-II used 5.73 [deg/s] as initial tumble [2].
It has been decided that the ADCS must detumble the satellite from the initial 10 [deg/s]
to below ±0.30 [deg/s] in the satellite body fixed axes within three orbits (total detumbled
state is approximately 0.12 [deg/s]). The satellite must additionally be able to recover from
spin rates of up to 720 [deg/s] in less than two weeks.

It is decided that the ADCS should be able to track a reference attitude within ±10 [deg] in
Euler angels outside eclipse and within ±15 [deg] inside eclipse (it is assumed that the ADS
will perform better outside eclipse). Reference attitudes could be ground station tracking or
slower maneuvers like constant nadir pointing.
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To be able to point the satellite e.g. towards a ground station during a pass, sets require-
ments on the minimum angular velocity the ADCS can rotate the satellite with. Figure 1.7
illustrates the required rotation of the satellite during a pass.
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Figure 1.7: A satellite tracking a ground station during a pass. v is the velocity of the
satellite, r is the orbit height and θ̇ is the angular rate.

The highest angular rate θ̇ during the pass will be just above the ground station, where the
distance is smallest. Equation 1.1 gives the angular rate in this point.

θ̇ = tan−1
(v
r

)
(1.1)

The lowest expected orbit height r is set to 600 [km] for AAUSAT3 and the velocity is
calculated to be 7.56 [km/s], giving an angular rate of approximately 0.72 [deg/s], which
is equivalent to the value stated in [28]. The ADCS should therefore be able to accelerate
the satellite from 0 to 0.72 [deg/s] within 385 [s] (time from start of pass to halfway), if
assuming that the angular velocity is 0 [deg/s] at the start of the pass and that the start
attitude is as shown in Figure 1.7.

The above is gathered in four requirements, which specify the desired performance of the
ADCS and should be seen as design guidelines.

§6.5.1 The ADCS must be able to detumble the satellite from 10 [deg/s] to below±0.30 [deg/s]
given in the satellite body fixed axes within 3 orbits.

§6.5.2 The ADCS must be able to detumble the satellite from up to 720 [deg/s] to below
±0.40 [deg/s] given in the satellite body fixed axes within 2 weeks.

§6.6.1 The ADCS must track a reference attitude within ±10 [deg] in Euler angels outside
eclipse and ±15 [deg] inside eclipse, with a 95.4% confidence interval. This require-
ment only applies for nadir pointing and ground station tracking.

§6.6.2 The ADCS must be able to accelerate the satellite from 0 to 0.72 [deg/s] within 385
[s], in order to track a ground station.

Requirement §6.6.1 holds for both ADS and ACS together. This means that individually
they must perform better in order to meet this overall requirement (e.g. ±5 [deg]). 95.4%
confidence interval is the same as ±2σ (σ is standard deviation).
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1.6.4 Test Specification

A suitable simulation environment should be used to test if the requirements are met. This
simulation environment must include all relevant dynamics and disturbances. It must also
include simulation of sensors and actuators and it should use an orbit similar to the orbit of
AAUSAT-II.

A hardware prototype should also be developed and tested in space like conditions accord-
ing to the requirements provided by the launch provider. These requirements are, however,
not available at the time of writing. The software should then be tested for potential numer-
ical problems on this hardware.

All testing will not be performed within the time limit of this project, but test procedures
based on the requirements should be made and posted on the common communication fo-
rum [30] shared by the members of the AAUSAT3 team.

1.7 Thesis Outline

The rest of this thesis is organized as follows:

Chapter 2 introduces the Keplerian orbit elements identifying the orbit of the satellite
about the Earth, the satellite equations of motion and disturbance models. Different
reference frames are also defined along with a definition of rotations and quaternions,
which are the used attitude parameterization in this thesis.

Chapter 3 identifies suitable sensors and actuators for AAUSAT3 and presents the design
of the chosen actuators. A prototype PCB for the ADCS is also described together
with ideas for ADCS software states.

Chapter 4 describes the Matlab Simulink simulation environment used to evaluate the per-
formance of the ADCS. The models in this environment are based on the results ob-
tained in Chapter 2 and 3 and extends the work done by former students at Aalborg
University, especially members of the AAUSAT-II team.

Chapter 5 gives an introduction to attitude estimation by discussing different techniques
within the field of both deterministic point by point methods and recursive stochastic
filters. From these a more thorough description of the SVD-method solving Wahba’s
problem, the Extended Kalman Filter (EKF) and the Unscented Kalman Filter (UKF)
are given, with focus on describing the equations and procedures involved in the
algorithms.

Chapter 6 applies UKF theory for satellite atittude estimation using quaternions. This is
supported by simulations showing the performance of the ADS on AAUSAT3 under
the influence of modelling errors and sensor noise and biases.

Chapter 7 presents the design of a detumble controller, with the purpose of despinning the
satellite and keeping the angular velocity low at all times. The focus of this chapter is
stability and robustness, since detumbling is of paramount importance for the mission.
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Chapter 8 discusses three axis satellite attitude stabilization with magnetic actuation. It
is investigated how Model Predictive Control (MPC), both in its linear and nonlinear
form, can be used for global attitude acquisition.

Chapter 9 summarizes the thesis with a conclusion and gives recommendations for future
work.
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Chapter 2
Satellite and Disturbance Models

In order to determine and control the attitude of a satellite it is first necessary to model the
orbit and the satellite equations of motion, but also to identify and model relevant distur-
bances that influence the attitude. These models can then be used for design of algorithms
and validation of these through simulation.

This chapter starts by giving a description of the different Keplerian orbit elements used
to identify the orbit of the satellite about the Earth. Section 2.2 then defines the different
reference frames used for defining attitudes and vectors and this is followed by Section
2.3, where Euler parameters (quaternions) are chosen for attitude representation among the
many possible parameterizations. The satellite kinematic and dynamic equations of motion
are then presented in Section 2.4 and finally Section 2.5 presents the identified disturbance
models.

2.1 Orbit Description

A system consisting of a satellite orbiting the Earth can be considered as two point masses,
which are influenced by their mutual gravitational attraction (validated in the end of this
section). It is possible to describe this system using Kepler’s three empirical laws of plane-
tary motion, or by using Newton’s laws of motion and his law of gravity. These laws apply
for all orbital elements, but this section will consider the case of a satellite in orbit about the
Earth unless otherwise specified.

2.1.1 Keplerian Orbits

A Keplerian orbit can be described using six orbital elements , which defines the size, shape
and orientation of the orbit. The elements mentioned here are referred to as the six classical
orbital elements [3] and will be explained in the following.

• Semimajor axis as.
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• Eccentricity ee.

• Time of perigee passage tp.

• Right Ascension of the Ascending Node (RAAN) Ωa.

• Inclination of the orbit plane io.

• Argument of the perigee ωp.

The semimajor axis as and the eccentricity ee defines the size and shape of the orbit respec-
tively. The eccentricity is given as

ee =
c f

as
(2.1)

where:
c f is the distance from the center of an ellipse to a focus point (see Figure 2.1).

x x

semiminor
axis

semimajor
axis

a

b

c

s

s
f

Focus
point

Ellipse

Figure 2.1: Geometric properties of an ellipse defined by the semimajor axis as, the
semiminor axis bs and the distance from the center of the ellipse to a focus
point c f .

From Eq. (2.1) it is easily shown that if ee = 0 then the shape of the orbit is a circle with
a radius of as. If 0 < ee < 1 then the shape of the orbit is an ellipse, where as is the half
length of the major axis of the ellipse. For ee > 1 the shape of the orbit is hyperbolic [3].

The time of perigee passage tp is used to pinpoint the position of the satellite at a given time.
However, tp is often replaced by the mean anomaly Ma, in a set of modified classical orbital
elements. The mean anomaly is the angle traveled by the satellite since perigee (the point
where the satellite has the smallest distance to the Earth) assuming that the orbit is circular.
The mean anomaly is calculated as follows [1]

Ma = 360 ·
(
∆t
Po

) [
deg

]
(2.2)
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where:
∆t is the time traveled since perigee to a time, where the position is known, called time
of epoch te.
Po is the orbital period.

The time of epoch te is measured in the Julian Date (JD) format. The JD is measured in the
number of days since noon (12:00 Universal Time (UT)1) on January 1, 4713 BC. This year
was suggested as starting point by Joseph Scaliger and is the start of the current Julian period
of 7980

[
years

]
[1]. As an example the date January 15, 2010 at 12:00 UT corresponds to

JD= 2 455 212.0
[
days

]
.

The mean anomaly is of no physical interest, but it can be used to calculate the true anomaly,
which is almost similar to the mean anomaly except that the true anomaly applies for elliptic
orbits [1].

The RAAN Ωa is the angle measured from the vernal equinox counter clockwise to the
ascending node (the point where the satellite crosses the Earth’s equatorial plane from south
to north).

The inclination of the orbit plane io is the angle measured between the Earth’s equatorial
plane and the orbital plane . Orbits with io < 90

[
deg

]
are called prograde orbits while orbits

with io > 90
[
deg

]
are called retrograde orbits. Orbits with io = 90

[
deg

]
and io = 0

[
deg

]
are called polar and equatorial orbits respectively.

The argument of perigee ωp is the angle measured between perigee and the ascending node
in the direction parallel to the movement of the satellite.

An example of a Keplerian orbit about the Earth is given in Figure 2.2.

2.1.2 Two Line Elements

The North American Aerospace Defense Command (NORAD) is a bi-national organization
between the United States of America and Canada. One of the functions maintained by
NORAD is to monitor man-made objects in space [27]. The data containing information
about the satellite’s orbit is published in the Two Line Element (TLE) format, which also
includes all the six modified orbital elements.

The TLE format from NORAD consists of two lines, each with space for 69 characters. The
format is illustrated in Figure 2.3.

The classification field can either be U (unclassified) or C (classified) [32], which means
that public published TLE’s can only be U.

The ephemeris field is only used for internal analysis. The field is published with the value
zero for all TLE’s using the Simplified General Perturbation/Simplified Deep-space Per-
turbation (SGP4/ SDP4) orbit propagator model, where the number 4 indicates that it is
model order 4. Hence it is up to the user to select the appropriate model. The SGP4 orbit
propagator model is used for near-Earth orbits, while SDP4 is used for deep-space orbits.

1UT is a modern continuation of the Greenwich Mean Time (GMT), which is the same everywhere on the
Earth.
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Figure 2.2: Keplerian orbit about the Earth specified using the modified classical orbital
elements.
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Figure 2.3: TLE format where d is decimal numbers, c is characters, s is symbols and e
is the exponent.

NORAD classifies space objects as near-Earth if the orbit period is less than 225 [min] and
as deep-space otherwise [33].

The BSTAR or B* is an SGP4-type drag coefficient.

The Mean motion is the number of revolutions about the Earth in a day. The first and
second derivative of the mean motion are used to determine a second order equation of how
the mean motion is changing with time. The first and second derivative of the mean motion
are, however, only used in the SGP orbit propagator [32].
The Epoch revision field contains the entire number of revolutions about the Earth for the
satellite. A revolution starts at the ascending node. The first revolution (revolution 0) is the
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period from launch to the satellite reaches the ascending node [32]. As an example one of
the TLE’s for AAUSAT-II is [34].

1 32788U 08021F 09279.82913737 .00000416 00000-0 59418-4 0 4779
2 32788 97.9326 342.7215 0016322 34.9001 325.3249 14.81792083 77983

The TLE is used for orbit propagation models such as the SGP, SGP4 and SGP8 for near-
Earth orbits and SDP4 and SDP8 for deep-space orbits. The orbit propagators will be dis-
cussed further in Section 4.2.

2.1.3 Orbital Perturbation

The ideal Keplerian orbit model assumes that the Earth has a spherically symmetric mass
distribution and that the Earth’s orbital plane is fixed in space. However these assumptions
will cause the ideal Keplerian orbit to have small deviations from the true orbit, which is
called orbital perturbations [3].

As the Earth is oblate the equatorial bulge will cause the orbital plane to rotate in the direc-
tion of the angular momentum i.e. a satellite in a prograde orbit has an angular momentum
pointed towards west. The equatorial bulge will in this case cause the orbital plane to rotate
westwards (called regression of nodes) [1]. The effects caused by oblateness perturbations
are considerable, but is accounted for in the SGP orbit propagators [35].

For satellites in a higher orbit the effects of the oblateness of the Earth are decreasing,
but the effects of perturbations from the Sun’s and the Moon’s gravitational force are then
increasing and hence it may not be appropriate to consider the system (satellite in orbit
about the Earth) as a two-body problem.

To evaluate whether it is reasonable to consider the above mentioned system as a two-body
problem, it is convenient to divide the space into regions called Spheres of Influence (SoI)
. Figure 2.4 illustrates two masses ma,1 and ma,2, where ma,1 >> ma,2 with the distance dm

between them and the space around the masses divided into three regions defined by the
radius of rsi,1 and rsi,2.

The radii of Region 1 and 2 is defined using a parameter ∈ such that the perturbation force
due to ma,1 is much less than the perturbation force due to ma,2 times ∈. For ∈= 0.01 the
perturbation force due to ma,1 is at least 100 times greater than the force due to ma,2 in
Region 3 [1].

If the satellite is present within Region 1, the orbit is approximately Keplerian about ma,2.
If the satellite is present within Region 3, the obit is approximately Keplerian about ma,1. If
the satellite is present within Region 2 both the gravitational forces of ma,1 and ma,2 will be
significant and hence the orbit can not be assumed to be Keplerian [1].

Using the SoI between the Earth and the Moon, as well as the SoI between the Sun and the
Earth, with ∈= 0.01, it is valid to assume that a satellite in LEO is Keplerian [1].

Another important orbital perturbation, which applies for LEO satellites, is the atmospheric
drag. The effect of the atmospheric drag is difficult to predict. The air density changes when
the Sun heats up the atmosphere on the day side of the Earth and when it cools down on the
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Figure 2.4: Spheres of influence. rsi,1 and rsi,2 are the radii of Region 1 and Region 2
respectively, and dm is the distance between the two masses ma,1 and ma,2.

night side. The atmospheric drag will also increase near perigee where the satellite is closer
to the Earth. Furthermore the atmospheric drag causes the satellite to lose altitude [3]. The
SGP orbit propagation models take the air density into account, however, not changes in air
density since last TLE.

2.2 Reference Frames

Reference frames used throughout this thesis are defined in this section. They are introduced
in order to describe rotation of rigid bodies and to define vectors in �3. A Reference frame
is a descriptive term for a right handed three-dimensional Cartesian coordinate system, de-
scribed by three mutually perpendicular unit vectors. Multiple reference frames carefully
placed eases calculations. Figure 2.5 illustrates the used reference frames.

2.2.1 Earth Centered Inertial Reference Frame (ECI)

The motion of the satellite (rigid body) is best described in an inertial reference frame
(Newtonian reference frame). Placing this frame in the center of the Earth with the x-
axis going through the point where the vernal equinox and the equatorial plane crosses and
the z-axis through the geographic north pole creates a non-accelerating point of view. An
inertial reference frame is identified as a frame where no fictitious forces are present (e.g.
centrifugal force) putting the physical laws in their simplest form [36]. So inertial frame is
a relative concept. The y-axis is the cross product of the x- and z-axis, thus creating a right
handed Cartesian coordinate system and the ECI is depicted in Figure 2.5(a).

The ECI is not a perfect inertial reference frame because of the Earth’s orbital motion around
the Sun and its rotational motion about itself, both resulting in centripetal accelerations.
However these accelerations can be neglected [36].
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Figure 2.5: The five reference frames used in this thesis.

The Sun and the Moon exerts a gravitational force on the Earth’s equatorial bulge causing
a torque, which results in a slow rotation of the Earth’s spin axis about an imaginary line
perpendicular to the ecliptic plane. A complete cycle takes approximately 25 800 [years],
which is a rate of 0.014 [deg/year] and the angular radius of the circle is 23.5 [deg]. This
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is called precession of the equinoxes and a date is often attached to the vernal equinox to
accurately specify its position [1].

The Earth’s true spin axis wobbles due to the changing inertial orientation of the Moon’s
orbit. This wobble (nutation) has an amplitude of 0.0026 [deg] and a period of 19 [years]
[1] and is considered negligible.

2.2.2 Earth Centered Earth Fixed Reference Frame (ECEF)

A frame that is fixed relative to the surface of the Earth is convenient for defining e.g.
the magnetic field vectors and position of ground stations. The ECEF is centered in the
Earth’s center with the x-axis going through the point where the Greenwich meridian crosses
the equatorial plane (0 [deg] longitude, 0 [deg] latitude) and the z-axis going through the
geographic north pole. The y-axis is the cross product of the x- and z-axis, again creating a
right handed Cartesian coordinate system, see Figure 2.5(b).

2.2.3 Orbit Reference Frame (ORF)

The ORF maintains its orientation relative to the Earth and follows the satellite in its orbit.
The orientation of the satellite with respect to this system of coordinates is also known as
roll, pitch and yaw. The z-axis is always nadir pointing and the x-axis is parallel to the orbit
plane and perpendicular to the z-axis. In a circular orbit the x-axis has the same direction
as the velocity vector. Again the y-axis is the cross product of the x- and z-axis, see Figure
2.5(c).

Roll is defined as the right handed rotation about the x-axis, pitch is the rotation about the
y-axis and yaw is the rotation about the z-axis.

2.2.4 Controller Reference Frame (CRF)

The CRF is located in the Center of Mass (CoM) of the satellite with the x-axis defined as
the minor axis of inertia and the z-axis defined as the major axis of inertia. The y-axis is
the intermediate axis of inertia and also the cross product between the two. This is a body
fixed frame and it is used for calculations involving the satellites dynamics, as all products
of inertia are eliminated, which is computationally convenient. The axes are also known
as the principal axes [3]. This means that the mass distribution of the satellite must be
determined in order to derive the inertia matrix and its eigenvalues. The eigenvectors of
the largest eigenvalue corresponds to the major axis of inertia and the eigenvector of the
smallest eigenvalue corresponds to the minor axis of inertia [3]. The frame is depicted in
Figure 2.5(e).
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2.2.5 Satellite Body Reference Frame (SBRF)

This frame is used to define orientation of ADCS hardware and attitude measurements. The
x-, y- and z-axes are chosen to be parallel to the satellite frame structure, with the y-axis
pointing in the opposite direction of the camera line of sight and the z-axis pointing in the
direction of the batteries on the satellite, see Figure 2.5(d).

To sum up the ECI and the CRF will be used for deriving the equations of motion for the
satellite. The ORF is used for control purposes and to describe roll, pitch and yaw of the
satellite. Lastly the ECEF is used in the calculation of the geomagnetic field and the SBRF
is convenient for describing position and orientation of objects like sensors and actuators.

2.3 Quaternions and Rotations

After having defined reference frames for describing position and orientation of objects, it is
obvious to discuss rotation of such reference frames, thus making it possible to express the
orientation of the objects relative to different viewpoints. This could e.g. be the orientation
of the CRF, which is a satellite body fixed frame, relative to the ECI, giving the attitude of
the satellite. The rotation example is illustrated in Figure 2.6.

i 3

ĉ3

ˆ

i 2
ˆ

i 1
ˆ

ĉ2

ĉ1

Figure 2.6: Two reference frames rotated relative to each other.

It is important that such a rotation preserves distance and natural orientation of �3, i.e.
right-handed reference frames continue to be right-handed reference frames under rotation.
This is also consistent with the definition of a rigid body, which is a configuration of points
that preserve mutual distance between any two points during movement and rotation. If A
is a transformation matrix then this transformation must be orthogonal and comply with the
following constraints [4]

AT A =1
det(A) =1 (2.3)

where 1 is a 3x3 identity matrix. The space spanned by all the transformation matrices
satisfying the stated constraints are denoted SO(3) also called the special orthogonal group
[4]. The matrix A has nine parameters, but only three are independent (three degrees of
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freedom, hence six constraints). However, no three-parameter set can be both global and
nonsingular [4] and a list of commonly used attitude parameterizations are presented in
Table 2.1.

Representation Par. Characteristics Applications

Rotation matrix
(Direction cosine
matrix)

9

- Inherently nonsingular.
- Intuitive representation.
- Difficult to maintain orthogonality.
- Expensive to store.
- Six redundant parameters.

Analytical studies and trans-
formation of vectors.

Euler angles 3

- Minimal set.
- Clear physical interpretation.
- Trigonometric functions in rotation ma-
trix and kinematic relation.
- No convenient product rule.
- Singular for certain rotations.

Theoretical physics, spinning
spacecraft and attitude ma-
neuvers. Used in analytical
studies.

Axis-azimuth 3

- Minimal set.
- Clear physical interpretation.
- Often computed directly from observa-
tions.
- No convenient product rule.
- Computation of rotation matrix difficult.
- Singular for certain rotations.
- Trigonometric functions in kinematic re-
lation.

Primarily spinning space-
craft.

Rodriguez
(Gibbs vector)

3
- Minimal set.
- Singular for rotations near θ = ±π.
- Simple kinematic relation

Analytic studies.

Quaternions (Eu-
ler symmetric pa-
rameters)

4

- Easy orthogonality of rotation matrix.
- Not singular at any rotation.
- Linear simple kinematic equations.
- No clear physical interpretation.
- One redundant parameter.

Preferred attitude representa-
tion for attitude control sys-
tems.

Table 2.1: Common attitude parameters and their characteristics as presented in [1, 4].

Euler angles, axis-azimuth and Rodriguez (Gibbs vector) parameterizations all suffer from
singularities, which is not a problem when working with rotation matrices and quaternions.
Even though rotation matrices have a more intuitive representation, quaternions are the
preferred attitude representation because of the smaller amount of parameters. Quaternions
also have no trigonometric functions in the kinematics and provide a convenient product rule
for successive rotations, which makes them computational faster. Among many, [2, 4, 37]
uses quaternions as attitude parameters and they are also used in this thesis. The other
attitude parameters are not treated further in this thesis, but are explained in e.g. [1].

The quaternion q is a hyper complex number composed of a scalar q4 and a vector q1:3,
with components spanning �3.

q =

[
q1:3
q4

]
= iq1 + jq2 + kq3 + q4 (2.4)
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For any unit quaternion, the operation

w = q∗ ⊗ ν ⊗ q (2.5)

may be interpreted as a frame rotation relative to a fixed space of points or vectors ν =[
vT 0

]T
, or as taking the vector v and expressing it in another frame, where the operator ⊗

denotes a quaternion multiplication, which is defined in e.g. [38]. Quaternions are further
described in Appendix A.

2.4 Satellite Equations of Motion

In the two previous sections reference frames where defined and possible representations
of rotations of such frames where discussed. In Appendix C, the time dependent relative
orientation between an inertial and a body fixed frame (ECI and CRF), also known as the
equations of motion describing the attitude of the satellite, is derived. The kinematic equa-
tions of motion relates the time dependent attitude representation and the angular velocity of
the satellite, while the dynamic equations of motion describe the relation between angular
velocity and external torques acting on the satellite.

Combining the kinematic differential equation (Eq. (C.11)) and the dynamic differential
equation (Eq. (C.19)) gives the nonlinear equations of motion of the satellite

[
q̇(t)
ω̇(t)

]
︸︷︷︸

ẋ

=

[ 1
2Ω(ω)q(t)

I−1
sat[−S(ω)(Isatω(t)) + Ndist(t) + Nctrl(t)]

]
︸                                                  ︷︷                                                  ︸

f (x,u,w,t)[
q(t)
ω(t)

]
︸︷︷︸

y

=hsat

[
q(t)
ω(t)

]
︸︷︷︸

x

(2.6)

where:
x = [q1 q2 q3 q4 ω1 ω2 ω3]T is the state vector.
u = Nctrl is the control torque.
w = Ndist is the disturbance torque.
Ω(ω) is a 4x4 skew symmetric matrix, defined in Eq. (C.10).
S(ω) is a skew symmetric matrix, defined in Eq. (C.20).
Isat is the diagonal constant inertia matrix about the principal axes.

In this state-variable description the states are the quaternion representing the rotation of
the CRF relative to the ECI and the angular velocity of the CRF relative to the ECI, given in
the CRF (the angular velocity will be denoted cω in the rest of this thesis). Frame notation
is, however, omitted from Eq. (2.6). The states are also the outputs y and hsat is an 7x7
identity matrix, however, sensors and actuators also need to be chosen and modeled, which
is done in Chapter 3 and 4.
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2.5 Disturbance Models

The attitude of a satellite is influenced by a number of different disturbances. These can
be both internal disturbances, caused by the satellite itself, and environmental disturbances.
In this section the disturbances are also referred to as torques, since the disturbances are
affecting the satellite as torques.

The internal disturbances can e.g. be caused by mass expulsion, propellant slosh and move-
ment of mass on board the satellite. Satellites with rocket thrusters for active attitude control
or orbital control contains propellant. In case of a leakage in the fuel system, the satel-
lite will experience a disturbance caused by the mass expulsion (same principals as the
thrusters). When the satellite uses its thrusters the tank will only be partially filled which
can cause the propellant to slosh inside the tank affecting the satellite as an oscillating dis-
turbance. Unintended movement of mass on board the satellite will also affect the satellite
as a disturbance (same principals as momentum wheels). However, the above mentioned
disturbances are not relevant for the AAUSAT3 satellite, due to the fact that there are no
thrusters, propellants or moving parts on board.

The dominant external disturbances are caused by the aerodynamic drag in the upper at-
mosphere, the magnetic and gravitational field, solar radiation pressure and pressure from
impacts of micrometeorites. The last mentioned can however be considered unlikely in
orbits around the Earth [1].

The external disturbances have different regions in which they are dominant, which is il-
lustrated in Figure 2.7. These dominant regions are highly dependent on the geometry and
mass distribution of satellite under consideration. The relevant external disturbances for
AAUSAT3 are described more thoroughly in the following and is based on [1, 3, 39].

2.5.1 Disturbance from the Earth’s Gravitational Field

A non-symmetrical satellite in orbit about the Earth is subjected to a gravitational torque
due to the Earth’s non-uniform gravitational field (inverse proportional to the square of the
distance to the Earth). It is important to notice that if the gravitational field of the Earth was
uniform, no gravitational torque would affect the satellite.

Assuming that the satellite is only influenced by the Earth’s gravitational field (justified in
Subsection 2.1.3), the satellite consists of a single body and that both the Earth and the
satellite are assumed to be two point masses, i.e. they have a symmetrical mass distribution,
it is possible to calculate the gravitational force exerted by the Earth on the satellite FEgs,
using newton’s law of gravitation.

FEgs =
GmEmsat

‖REs‖
2 R̂Es [N] (2.7)

Where:
G is the gravitational constant.
mE is the mass of the Earth.
msat is the mass of the satellite.
REs is a vector pointing from the Earth’s CoM to the satellite’s CoM.
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Figure 2.7: Regions of which each external disturbance is dominant for AAUSAT3. The
illustrated torques have been calculated in the Matlab file WCDTorque.m,
which can be found on the appended CD.

By modeling the satellite as a number of mass elements dmi, the gravitational force applied
on each individual mass element dFEgs,i is [1]

dFEgs,i =
−µERE,idmi∥∥∥RE,i

∥∥∥3 [N] (2.8)

where:
RE,i is a vector pointing from the Earth CoM to the element’s CoM.
µE is the geocentric gravitational constant, defined as µE ≡ GmE

[
m3/s2

]
.

dmi is the mass of one element of the satellite.

The torque about the satellites geometric center dNEgs,i applied by the force dFEgs,i can then
be found as [1]

dNEgs,i = rsge,i × dFEgs,i [Nm] (2.9)

where:
rsge,i is a vector from the satellites geometric center to the element’s CoM.

According to [1] the gravity-gradient torque for the entire satellite Ngg can be found as

Ngg =
µEmsat

‖REse‖
2

(
R̂Ese × rsgc

)
+

3µE

‖REse‖
3

∫ (
rsge,i × R̂Ese

) (
rsge,i · R̂Ese

)
dmi [Nm] (2.10)

where:
REse is a vector pointing from the Earth CoM to the satellite’s CoM.
rsgc is a vector from the geometric center to the CoM of the satellite.
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According to [1] this can be simplified to

Ngg =
3µE

‖REse‖
3

(
R̂Ese ×

(
IsatR̂Ese

))
[Nm] (2.11)

where:
Isat is the moment of inertia tensor for the satellite.

The simplification made in Eq. (2.11) assumes that rsgc = 0 [m], i.e. the geometric center
is the same as the CoM for the satellite.

2.5.2 Disturbance from Atmospheric Drag

The aerodynamic drag disturbance originates from atmospheric molecules that collide with
the surface of the satellite. These impacts are possible to model as elastic, without reflection
of molecules. Furthermore, if the velocity of the surface element dAse is considered equal
to the velocity of the satellite’s CoM, then the force dFase, exerted on a surface element, is
given as [1]

dFase = −
1
2

Caρa ‖Vsat‖
2
(
n̂on · V̂sat

)
V̂satdAse [N] (2.12)

where:
Ca is the aerodynamic drag coefficient.
Vsat is the the translational velocity vector of the satellite.
ρa is the atmospheric density.
n̂on is the outward normal vector of the surface element on the satellite.

The aerodynamic drag coefficient Ca is usually between 1 and 2. A good estimate is Ca = 2
in cases where the aerodynamic coefficient is unknown. The expected atmospheric density
ρa at an altitude of 600 [km] is 1.454 · 10−13

[
kg/m3

]
, which is based on the Committee

On SPAce Research (COSPAR) International Reference Atmosphere (CIRA 72) empirical
atmospheric model [1].

It is important to notice that the atmospheric density is not constant, but varies as a function
of e.g. solar activity and whether the air is in sunlight or not [39]. However, the air density
will be modeled as constant in this thesis.

Assuming that the satellite can be seen as a plane, with the area Asat and an outward normal
unit vector n̂on parallel to the translational velocity unit vector V̂sat (see Figure 2.8), then
the aerodynamic force Fas acting on the satellite is given as [1]

Fas = −
1
2

Caρa ‖Vsat‖
2 V̂satAsat [N] (2.13)

The aerodynamic torque affecting the satellite Nas is then given as

Nas = rscp × Fas [Nm] (2.14)

where:
rscp is a vector from the CoM to the Center of Pressure (CoP) of the satellite.
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Vsat

Asat

Figure 2.8: Satellite modeled as a square plane with the area Asat and an outward normal
parallel to the translational velocity unit vector V̂sat.

2.5.3 Disturbance from Solar Radiation

According to [1] the major sources of electromagnetic radiation are direct solar radiation,
reflected solar radiation from the Earth and its atmosphere (the Earths albedo) and radia-
tion from the Earth and its atmosphere. The solar radiation includes all the electromagnetic
waves emitted by the Sun and is the dominating source. Hence the solar radiation is gener-
ally the only source considered, which also is the case for this thesis.

The Sun also emits particulate radiation (solar wind), which mainly consists of ionized nu-
clei and electrons. However, the force produced by the solar wind is negligible relative to
the solar radiation. Furthermore most of the solar wind is deflected by the Earth’s magne-
topause [1].

A sufficient method of modeling the force affecting the satellite due to solar radiation, is
to assume that the incident radiation is either absorbed, reflected specularly or reflected
diffuse. It is also possible to model the incident radiation as a combination of the previous
mentioned cases.

The differential radiation force due to absorbtion dFras on a surface element dAse is [1]

dFras = −Prm f Cracos (θson) R̂sS dAse [N] (2.15)

where:
Prm f is the mean momentum flux acting on the normal to the Sun’s radiation.
Cra is the absorption coefficient.
RsS is the a vector from the satellite’s CoM to the Sun’s CoM.
θson is the angel between R̂sS and n̂on, where (0◦ ≤ θson ≤ 90◦).

The mean momentum flux Prm f is given as

Prm f =
Fsolar

c

[
kg/ms2

]
(2.16)

where:
Fsolar is the mean integrated energy flux also known as the solar constant or Total Solar
Irradiance (TSI).
c is the speed of light in vacuum.
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A TSI of 1366
[
W/m2

]
has been chosen. This value is the mean value of eight measurements

obtained from 8 different satellites in 2005 [40].

The differential radiation force due to specularly reflected radiation dFrss on a surface ele-
ment dAse is [1]

dFrss = −2Prm f Crscos2 (θson) n̂ondAse [N] (2.17)

where:
Crs is the specular reflection coefficient.

The differential radiation force due to diffusely reflected radiation dFrds on a surface ele-
ment dAse is [1]

dFrds = Prm f Crd

(
−

2
3

cos (θson) n̂on − cos (θson) R̂sS

)
dAse [N] (2.18)

where:
Crd is the diffuse reflection coefficient.

Assuming that the incident radiation is a combination of Eq. (2.15), (2.17) and (2.18), the
radiation force for the ith surface area Frts,i can be calculated as

Frts,i =

∫
dFras + dFrss + dFrds [N] (2.19)

It is common to simplify the irradiated surface of the satellite using simple geometrical
elements, e.g. a plane. Assuming that the satellite can be described as a plane with the area
Asat, then the solar radiation force exerted on the satellite Frs is given as [1]

Frs = −

(
(1 −Crs) R̂sS + 2

(
Crscos (θson) +

1
3

Crd

)
n̂on

)
cos (θson) AsatPrm f [N] (2.20)

where:
Cra + Crs + Crd = 1

Knowing that the cross-sectional area of Asat is perpendicular to R̂sS i.e. n̂on = R̂sS , it is
possible to simplify Eq. (2.20) to

Frs = −

(
(1 −Crs) R̂sS + 2

(
Crs +

1
3

Crd

)
n̂on

)
AsatPrm f

= −

(
R̂sS −Crs

(
R̂sS − 2n̂on

)
+

2
3

Crdn̂on

)
AsatPrm f

= −

(
1 + Crs +

2
3

Crd

)
AsatPrm f R̂sS

= −CrkAsatPrm f R̂sS [N] (2.21)

The constant Crk is used to specify the outer material of the satellite. A value of Crk < 1
specifies a translucent material, Crk = 1 specifies a perfect absorbent material (black body)
and Crk > 1 specifies a reflecting material, where Crk is in the range 0 ≤ Crk ≤ 2 [1].

The torque exerted on the satellite Nrs is then given as [1]

Nrs = rscp × Frs [Nm] (2.22)
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2.5.4 Disturbance from the Satellite’s Magnetic Residual

The residual magnetic field of the satellite primarily originates from:

• Currentsin the on-board electronics.

• Eddy-currents2 induced in the on-board electronics.

• Hysteresis effects in soft ferromagnetic materials.

All these causes creates a magnetic moment, from which the currents in the on-board elec-
tronics is the dominant source [1].

The magnetic residual torque Nmrs is caused by the interaction between the magnetic mo-
ment of the satellite and the geomagnetic field given as [36]

Nmrs = mmms × BE [Nm] (2.23)

where:
mmms is the effective magnetic dipole moment of the satellite.
BE is the Earth’s magnetic field.

It is hard to estimate the magnetic moment of a satellite and if compensated for it may be
negligible. Lessons learned from the design of AAUSAT-II points out that ill-considered
wiring for the solar cell’s may cause a large magnetic moment for the satellite e.g. if the
wires form a loop and conduct a large current through them.

The FireSat example given in [28] suggest a magnetic moment of 1
[
Am2

]
for an un-

compensated satellite with an average power of 110 [W]. The expected average power
of AAUSAT3 is 1 [W], which is approximately 100 times less than the FireSat. AAUSAT3
should be compensated and hence it is guesstimated that the magnetic moment of AAUSAT3
is 1000 times less than the magnetic moment of the FireSat, which corresponds to a mag-
netic moment of 0.001

[
Am2

]
. This value has also been used in [41].

For this thesis it is thereby assumed that the magnetic residual of AAUSAT3 can be modeled
by a magnetic dipole moment with a random direction and strength limited by a maximum
strength of 0.001

[
Am2

]
, which corresponds to the strength of a single current conducting

loop, with the dimensions 57 × 57 [mm] given 1 [W] @3, 3 [V].

2.6 Summary

In this chapter, the orbit of a celestial body has been described using the Keplerian orbital
elements for a two body problem consisting of a satellite in low orbit about the Earth. The
description also contains a summary of theTLE format used by NORAD to identify satellite
orbits and this format will be used together with an orbit propagator to calculate the satellites
position.

2Caused by conducting materials exposed to a changing magnetic field.
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Five reference frames have been defined for the purpose of specifying e.g. position and atti-
tude of the satellite, together with a presentation of quaternions, which gives a non singular
way of representing rotations between reference frames.

The dynamic and kinematic equations of motion for the satellite have been identified, which
forms the nonlinear state space model, where the states are the attitude of the satellite given
by a quaternion representing the rotation of the CRF relative to the ECI and the angular
velocity of the CRF relative to the ECI given in the CRF. Lastly models of the aerodynamic,
gravity gradient, radiation and magnetic residual disturbances torques are given. The distur-
bances are expected to be dominated by magnetic residuals onboard AAUSAT3, where the
other disturbances torques are approximately 1 [nNm] and equal in an orbit height of 620
[km]. However, it is important to notice that the worst case magnetic residual is an estimate
and measurements should be performed on the satellite before launch.
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Chapter 3
Hardware and Software Design for the
ADCS

Sensors and actuators are important aspects of attitude determination and control. Models
for these components must be part of the simulation environment for realistic evaluation of
performance. Since AAUSAT3 is expected for launch in the first quarter of 2011 it is also
important to start the development of a hardware prototype, in order to give room for test
and revision of design, before making the final flight model.

Suitable sensors and actuators for AAUSAT3 are therefore identified in Section 3.1 and
3.2 respectively, followed by design of a actuators in Section 3.3 and 3.4. Section 3.5
then address the development of a hardware prototype for the ADCS. Lastly Section 3.6
presents some of the preliminary ideas for the software implementation, with identification
of possible subsystem states. Development of a hardware prototype and the software design
considerations are, however, not the main focus of this thesis and will therefore only be
presented briefly.

3.1 Sensor Choice

General feedback control has no meaning if sensing is not employed. The attitude of the
satellite must be measured and/or estimated in order to control it and a sufficient amount of
sensors has to be implemented to get the necessary accuracy on the estimated attitude. This
section first discusses different sensor possibilities with examples from other satellites and
then concludes with a presentation of the sensors chosen for AAUSAT3.

3.1.1 Sensor Possibilities

Two classes of sensors are often mixed in attitude determination systems [4]:
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• Reference sensors

• Inertial sensors

Reference sensors use references such as the Earth, the Sun or the stars and provide vector
observations. Often measurements from more than one reference sensor and measurements
over time are fused, to overcome the problem of unobservability, where rotation about a
measured vector from e.g. a sun sensor will be unknown. Fusion of data over time and
combination with another reference sensor such as a magnetometer solves the problem of
unobservability and improves the estimate.

Further improvement is obtained by adding an inertial sensor such as a gyroscope, which
can provide angular rate relative to an inertial frame. During eclipse the sun sensor cannot
provide vector observations, but the gyroscope can help propagate the attitude estimate.
However, inertial sensors are limited by noise and bias errors and will not work alone, due
to unbounded errors in the attitude estimate over time.

The sensor market is evolving rapidly, where sensors constantly become more precise,
smaller, less power consuming and cheaper. A good example is the sensor comparison
table found in [28], where e.g. a gyroscope typically weighs between 1-15 [kg] and con-
sumes something between 10-200 [W]. Todays MEMS1 technology makes it possible to
fabricate gyroscopes weighing close to 0.001 [kg], while consuming under 0.025 [W]2. The
sensor discussion that follows should therefore be seen as a guideline, due to the evolving
sensor market and will furthermore not be exhaustive.

The main sensors used for attitude determination are star trackers, horizon sensors, sun sen-
sors, GPS antenna arrays, magnetometers and angular rate gyroscopes. The rate gyroscopes
can, as already mentioned, be very small, low power consuming and they are also cheap.
Gyroscopes will therefore be a part of the attitude determination system. Reference sensors
are also needed and Table 3.1 gives a quick comparison between the sensor types. The
concept behind each sensor type is not addressed here, but references can be made to e.g.
[1, 4].

3.1.2 Satellite Sensor Configuration Examples

The sensor configuration on five different satellites is presented in Table 3.2, before a final
sensor choice is made. The satellites are AAUSAT-II [13], Ørsted [4], DTUsat [42], SSETI
[31] and NSO [37]. The last satellite is a fictive satellite.

3.1.3 Sensors for AAUSAT3

Star trackers and GPS antenna arrays are both very expensive and hard to fit within the size
and the power constraints of a CubeSat. The accuracy requirement for the mission does

1Micro-Electro-Mechanical Systems
2See e.g. gyroscopes from InvenSense, Inc.

36



CHAPTER 3. HARDWARE AND SOFTWARE DESIGN FOR THE ADCS

Sensor type Advantages Disadvantages
Star tracker - Very high accuracy. - Dependent on star identification.

- Lost in space function. - Expensive.
- Heavy and large.
- High power consumption.
- Sensitive to spin rates.
- No output when pointing towards the Sun.

Sun sensor - Simple sensor. - Coarse accuracy.
- Low power consumption. - Disturbed by Earth Albedo.
- Analog sun sensors are cheap. - No output during eclipse.

- Digital 2-axis sun sensors are expensive.
GPS antenna array - Resistant against spin rates. - Expensive.

- Also provides position, velocity - Large antenna array setup.
and time. - High power consumption.

Horizon sensor - Earth always available. - Coarse accuracy.
- Simple sensor. - Accuracy affected by the Sun and Moon.

- Not as widely used as sun sensors.
Magnetometer - Simple sensor - Coarse accuracy.

- Low power consumption. - Magnetic field not completely known.
- Very cheap. - Affected by on-board electronics.
- Very small. - Only applicable in LEO.
- Always available.

Table 3.1: Advantages and disadvantages of different reference sensor types, if used in a
Cubesat. Arguments are from [1, 4, 5].

Satellite Sensors Type
AAUSAT-II Three axis magnetometer HMC1023

Six sun sensors (photodiodes) SLCD-61N8
Six 1-axis rate gyroscopes ADXRS401

Ørsted Three axis magnetometer From DTU
Three axis magnetometer From CNES
Star camera From DTU
Eight Sun sensors -

DTUsat Four axis magnetometer -
Sun sensors From DTU

SSETI Three axis magnetometer HMR2300
Two 2-axis sun sensors From DTU

NSO Three axis magnetometer -
Sun sensors -
Rate gyroscopes -

Table 3.2: Sensor configuration examples on five different satellites. Some sensor types
are unknown.

furthermore not require the use of e.g. a high precision star tracker. This leaves the choice
with magnetometers, sun or horizon sensors.

Magnetometers are more reliable than sun and horizon sensors, because they continue to
provide data during eclipse and does not have a limited FoV. Based on Table 3.2 it seems
that sun sensors are more often used than horizon sensors. Sun sensors can also be very
small and low cost, if photodiodes are used as in the AAUSAT-II case.
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A 3-axis magnetometer, measuring the Earth’s magnetic field intensity in three axes and a
sun sensor setup is chosen for AAUSAT3.

Sun sensors from DTU [43] would be preferable due to their small size, low power con-
sumption and high accuracy, but it was not possible to acquire these within the time frame
available. A similar alternative was furthermore not possible to find. Therefore the setup
from AAUSAT-II will be reused, where photodiodes (on each side of the CubeSat) mea-
sures the intensity of the incoming sun-light. This makes it possible to calculate a sun
vector. Reusing the design from AAUSAT-II also saves development time.

Rate gyroscopes are, as concluded in Subsection 3.1.1, also a part of the ADS. The following
criteria was used during the sensor component selection process for AAUSAT3:

• Resilience towards the harsh space environment (elaborated in Section 3.5).

• Low power consumption.

• Low weight and size.

• Ease of implementation.

• Accuracy.

• Cost.

This leads to the three sensors presented in the following.

Magnetometer: HMC6343

Honeywell International Inc. has a wide variety of magnetometers. The HMC6343 is cho-
sen for AAUSAT3 mainly based on its small size, low power consumption and ease of
implementation. Table 3.3 presents some of the properties of HMC6343.

Property
Type: Triaxial digital magnetometer
Range: ±2 [G]
Accuracy 3 [deg] heading accuracy (RMS)
Interface: I2C
Power consumption: 15 [mW] @ 3.3 [V]
Sampling frequency: 1, 5 or 10 [Hz]
Size: 9x9x1.9 [mm3] LCC surface mount
Operating temp.: -40 to 80 [◦C]
Other features: Programmable offset (hard iron calibration)

Programmable IIR filter
Internal temperature correction

Table 3.3: Properties of the HMC6343 magnetometer [6].

The package provides magnetic field intensity measurements in three axes with an I2C in-
terface, while consuming only 15 [mW].
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It is important to keep the magnetometer away from any ferrous materials such as steel,
iron and nickel, since they distort any magnetic fields. It is also important to keep the
magnetometer at least a few milimeters away from high current traces (>10 [mA]) [6] and
as far away from any permanent magnets and coils (e.g. magnetorquers) as possible. The
sensor has a programmable offset, that makes it possible to compensate for any effects
caused by magnetized ferrous materials on board the satellite (hard iron calibration).

A sampling frequency of 10 [Hz] is four times faster than the fastest tumble rate experienced
with AAUSAT-II [13]. This sampling frequency is expected to be enough to detumble the
satellite, however, tests should be performed to verify how fast the satellite can tumble
without loosing stability in the detumble controller.

Sun sensor: SLCD-61N8

The SLCD-61N8 photodiode is as mentioned reused from AAUSAT-II. Its properties are
listed in Table 3.4.

Property
Type: Light sensing photodiode
Half angle: 60 [deg]
Short circuit current: 170 [µA] (typ)
Open circuit voltage: 0.4 [V] (typ)
Reverse dark current: 1.7 [µA] (max)
Interface: Analog
Size: 3.4x1.3 [mm2] surface mount
Operating temp.: -40 to 125 [◦C]

Table 3.4: Properties of the SLCD-61N8 photodiode [7].

The small size of the photodiode makes it possible to fit it in between the solar cells on the
side panels.

The signal from the light sensing photodiode needs to be amplified, filtered and A/D-
converted. The design of a sun sensor PCB is not addressed in this thesis, but the achievable
accuracy is guesstimated to be within ±10 [deg], thus fairly inaccurate.

The principle behind determination of a sun vector RsS from six photodiodes is illustrated
in Figure 3.1.

Only three sides of the satellite is illuminated by direct sunlight at any time, however, an-
other major contribution to current in the photodiodes are the Earth albedo, which together
can give currents on all sides of the satellite. The three sides with the highest current is used
to calculate the sun vector, which is illustrated with red arrows in Figure 3.1.

The dark current3 for each sensor should be measured beforehand and subtracted from each
measurement. Each measurement should furthermore be normalised with the given sen-
sors max current, which again can be determined beforehand. This ensures that potential
differences in the sensors are eliminated.

3Current from the sensor in the absence of light.
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Iz+

Iz-

Ix-

Ix+

Iy- Iy+
RsS

Figure 3.1: Current axes for each of the six photodiodes. The grey box illustrates the
satellite and the red arrows illustrate the three largest currents forming the
sun vector RsS (blue arrow).

The design could be improved by having four photodiodes on each side of the satellite. This
makes it possible to obtain a sun vector from each side individually, which will improve
robustness because only one side is needed compared to three sides. The idea is to place
two sensors with a split wall inbetween casting a shadow, which can be used to determine
an angle to the sun. Two angles are needed to give a sun vector, thus requirering four
photodiodes. This will potentially also improve performance as potential current biases,
caused by e.g. temperature fluctuations, are reduced. The photodiodes in this setup will
furthermore only be used within their half angles giving a much more linear output (the
photodiodes on each side must only cover atleast ±45 [deg] in order to cover a complete
sphere around the satellite).

Gyroscope: IDG-1215 and ISZ-1215

It was not possible to find a digital gyroscope with a reasonable power consumption. The
IDG-1215 two axis and ISZ-1215 one axis analog gyroscopes from InvenSense Inc. are
therefore chosen for AAUSAT3. The InvenSense gyroscopes are mainly chosen based on
their low size and low power consumption. Their properties are listed in Table 3.5.

The full scale range of ±67 [deg/s] is the smallest available in their gyroscope series, pro-
viding high sensitivity. This range does not pose a problem because the gyroscope is in-
tended for use in the attitude estimation for the pointing controller, thus when the satellite
has been detumbled and is rotating slowly.

An integrated low-pass filter attenuates noise and high frequency components before final
amplification. Furthermore an automatic amplification control and an internal temperature
sensor ensures constant sensitivity over the specified temperature range of -20 to 85 [◦C]
[8, 9]. The build in auto zero function also eliminates the need for an external high-pass
filter to reduce the effect of DC bias offset due to temperature.
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Property
Type: Angular rate gyroscope
Range: ±67 [deg/s]
Sensitivity: 15 [mV/deg/s]
Non-linearity <1% of full scale
Cross-axis Sensitivity ±1%
Interface: Analog
Power consumption: 21+13.5=34.5 [mW] @ 3.0 [V] (total of both gyroscopes)
Size: 4x5x1.2 [mm3] surface mount
Shock tolerance: 10.000 [g]
Operating temp.: -40 to 105 [◦C]
Other features: Integrated amplifiers and low-pass filters

Auto zero function
On-chip temperature sensor

Table 3.5: Properties of the IDG-1215 and ISZ-1215 gyroscopes [8, 9].

The gyroscopes are based on MEMS fabrication technology and uses the Coriolis effect and
a vibrating proof mass to measure angular rate directly [8]. This means that there is no drift
in the measurement due to integration of acceleration.

3.2 Actuator Choice

The following presents a summery of different actuators, which are briefly described. Fur-
thermore it is argued whether the given actuator is appropriate for AAUSAT3 or not and
finally a presentation of the chosen actuator configuration is given.

3.2.1 Actuator Possibilities

Thrusters: Thrusters utilize Newtons third law of motion by expulsion of propellant at high
velocity in one direction, thereby causing the satellite to be pushed in the opposite direction
with an equal force. Thrusters requires additional weight and space on-board the satellite
in order to store the propellant used by the thrusters. The amount of propellant, stored on-
board the satellite, sets the effective lifetime of the ACS and since a CubeSat is small, then
the effective lifetime will be short. Thrusters is hence considered inappropriate as actuators
for AAUSAT3.

Momentum Wheels: Momentum wheels also utilize Newtons third law of motion by ro-
tating a mass, creating a torque, which affects the satellite in the opposite direction of the
rotation. Momentum wheels can also be used as a gyroscope by spinning the mass at a
constant velocity, which stabilizes the satellite around the axes perpendicular to the axis of
rotation. The momentum wheels includes moving mechanical parts, which rotates at high
speed. The momentum wheels are hence considered inappropriate for use on AAUSAT3
according to requirement §6.1.

Spin Stabilization: A satellite can be stabilized around two axes by intentionally spinning
the satellite rapidly around the third axis utilizing the gyroscopic effect created thereby.
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The spinning around one axis is undesirable as pictures taken by the camera payload will
become blurry. Dual spin stabilization is a similar approach, where two parts of the satellite
spins in opposite direction of each other around the same axis. However, this requires a
complex mechanical structure, which is inappropriate for CubeSats in general.

Gravity Boom: The gravity-gradient stabilization method utilize that the Earth’s gravita-
tional field is non-uniform. The satellite is stabilized around two axes by adding a gravity
boom to the satellite or by making it long enough to take advantage of the gravity-gradient.
According to [41] it is possible to obtain a precision of ±5

[
deg

]
, which is sufficient for

AAUSAT3, however, the gravity boom must be made expandable in order for the satellite
to comply with the one unit CubeSat standard. As an expandable gravity boom include
mechanical moving parts it is considered inappropriate for use on AAUSAT3 according to
requirement §6.1. A gravity boom will also take up vital space on-board a CubeSat.

Magnetorquers: Magnetorquers4 are a commonly used method to control small satellites
in Low Earth Orbit (LEO) (see e.g. [44, 45, 46]). The magnetorquer creates a magnetic field,
which will interact with the Earths magnetic field, causing the satellite to rotate, until the two
fields are aligned. The magnetorquer do not include any moving mechanical parts making
it a simple and more reliable choice. The main disadvantage of using magnetorquers is
that control torques can only be produced in a plane perpendicular to the local geomagnetic
field.

Permanent Magnet: The permanent magnet works the same way as the magnetorquers,
however, the permanent magnet do not require any power to control the satellite and can
help ensure two axis stabilization the entire lifetime of the satellite, if the satellite has been
detumbled. The main disadvantages of the permanent magnet are that it cannot remove
kinetic energy from the satellite, i.e. the permanent magnet cannot remove oscillation from
the satellite, and the satellite cannot be controlled in the sense of e.g. pointing the satellite
towards a given point on the Earth.

3.2.2 Actuator Configuration for the AAUSAT3 Satellite

Based on the analysis in the above only magnetorquers and permanent magnet are appro-
priate actuators for use on the AAUSAT3 satellite. It is chosen to include both the magne-
torquers and the permanent magnet in the ACS. 3-axis stabilization with magnetorquers is
possible over time and this subject will be discussed further in Chapter 8. The addition of a
permanent magnet adds some desirable advantages:

• Pointing: Implemented correctly, the permanent magnet will ensure that the antennas
(UHF and VHF) are always pointed downwards towards the Earth over the northern
hemisphere, which is advantageous in order to monitor ship traffic around Greenland
and to communicate with the ground station in Aalborg.

• Power reduction: At normal operation, the permanent magnet will reduce the re-
quired power consumption of the ADCS, as the permanent magnet tracks the mag-

4A magnetorquer is essentially a electromagnetic coil.
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netic field of the Earth, thereby reducing the load on the magnetorquers during de-
tumbling.

The expected control precision is dependent of the precision of the Attitude Determination
System (ADS) and the algorithms used to control the satellite, however, other satellites
such a the DTUsat and AAU-CUBESAT have made it probable that a control precision
of ±10

[
deg

]
, which is the required precision of the ADCS for the AAUSAT3 satellite

(see Section 1.6), is possible using magnetorquers only (based on the summery of ADCS
configuration for CubeSats made in [41]).

Both the permanent magnet and the magnetorquers are described more thoroughly in Sec-
tion 3.3 and 3.4.

3.3 Permanent Magnet Design

The attitude of the satellite with a permanent magnet in orbit about the Earth is illustrated
in Figure 3.2, where both the satellite and the Earth are modeled as dipole magnets.

N

N

N N

N

Figure 3.2: Sketch of a satellite in orbit about the Earth, where both the Earth and the
satellite is modeled as dipole magnets. The Earth’s magnetic south pole cor-
responds to the dipoles magnetic north pole (indicated with an N).

The permanent magnet induces an undesired oscillatory motion of the satellite due to the
principle of conservation of mechanical energy.

3.3.1 Oscillatory Motion of a Satellite with a Permanent Magnet

To describe the oscillatory motion of a satellite with a permanent dipole magnet located in
the Earth’s magnetic field, it is assumed, that the system is isolated. Hence, interactions can
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only occur between the permanent magnet and the Earth’s magnetic field. Furthermore it
is assumed that the Earth’s magnetic field is homogeneous. The mechanical energy of the
system Etot is then defined as [36]

Etot = Ekin + Epot [J] (3.1)

where:
Ekin is the kinetic energy of the system.
Epot is the potential energy of the system.

The kinetic energy for a rotational system is [36]

Ekin =
1
2
ωT Iω [J] (3.2)

where:
I is the inertia matrix of the system.
ω is the angular velocity vector of the system.

Considering a case where the initial position of the permanent magnet is misaligned with
the Earth’s magnetic field by an angle of θbpm (always defined positive), as shown in Figure
3.3(a), then the potential energy stored in the system Epot, is the difference in potential
energy between the potential energy at the initial position Epot,init and the minimum potential
energy Epot,min = 0, which is defined as when the permanent magnet is aligned with the
Earth’s magnetic field [36].

Epot =
∥∥∥mpm

∥∥∥ ‖BE‖
(
1 − cos

(
θbpm

))
[J] (3.3)

Where:
mpm is the magnetic dipole moment of the permanent magnet.
BE is the Earth’s magnetic field.
θbpm is angle between BE and mpm.

N

ω· pm

BE

θ b
pm

(a)

Nω
pm

BE

(b)

Figure 3.3: (a) Permanent magnet in initial position and accelerating towards the equi-
librium point. (b) Permanent magnet aligned with the magnetic field lines BE

(equilibrium) with the velocity ωpm.
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The torque Npm caused by the interaction between the permanent magnet and the Earth’s
magnetic field (see Equation 3.4) will rotate the permanent magnet to the left with the
acceleration ω̇pm until it is aligned with the Earth’s magnetic field [36].

Npm = mpm × BE [Nm] (3.4)

As the permanent magnet is aligned with the Earth’s magnetic field the potential difference
of the system Epot is zero. However, as the energy of the isolated system is conserved
(∆Etot = 0 [J]), the energy is transfered to kinetic energy, meaning that the permanent
magnet is moving with an angular velocity ωpm, as shown in Figure 3.3(b). When it has
passed the equilibrium point it is decelerated until the potential difference of the system is
equal to the initial potential difference, which is verified by Eq. (3.3).

For an isolated system the oscillation would continue forever, unless the energy is dissipated
through either passive or active methods.

3.3.2 Design of Permanent Magnet

In order to design the permanent magnet the following must be taking into consideration:

• Environment: The permanent magnet must be suitable for use in space (see Section
3.5) and the size must be small enough to fit inside a CubeSat.

• Torque: The torque of the permanent magnet must be considered, as it causes the
oscillatory motion described in the above.

• Magnetic field strength: The magnetic field strength of the permanent magnet must
be considered, as it affects the measurements from the magnetometer.

By assuming that the magnetic moment vector of the permanent magnet and the local geo-
magnetic field vector are perpendicular in their initial position, it is possible to calculate the
characteristic frequency of the oscillatory motion explained in the above as [31]

f =
1

2π

√∥∥∥mpm
∥∥∥ ‖BE‖

I
[Hz] (3.5)

where:
I is the inertia around the axis of interest.

A large permanent magnet is equivalent to a high characteristic frequency, which is de-
sired to obtain fast magnetic field tracking. However, a high characteristic frequency may
decrease the performance of the applications on board the satellite. As the magnetic field
strength of the Earth can vary between 18 000 [nT ] and 48 000 [nT ] during an orbit (see
Section 4.5), it is necessary to evaluate the characteristic frequency in both cases.
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The magnetic moment of the permanent magnet used in Eq. (3.4) is calculated as [31]∥∥∥mpm
∥∥∥ =

BiVpm

µ0

[
Am2

]
(3.6)

where:
Bi is the intrinsic induction of the magnetic material (remanence) in tesla.
Vpm is the volume of the magnetic material.
µ0 is the vacuum permeability.

The permanent magnet creates a static magnetic field around the satellite, which is measured
by the magnetometer. Hence the strength of the magnetic field must be constrained in order
not to exceed the dynamic range of the magnetometer. The strength of the magnetic field
evaluated on-axis of the permanent magnet can be calculated as [36]

Bpm =
µ0

∥∥∥mpm
∥∥∥

2π
(
l2dist + r2

pm

)3/2 [T ] (3.7)

where:
Bpm is the magnetic field strength of the permanent magnet at a distance of ldist.
ldist is the on-axis distance from the permanent magnet.
rpm is the radius of the permanent magnet.

The permanent magnet should not be positioned on-axis with the magnetometer, but evalu-
ating the on-axis field strength will give a worse than real estimate of the field strength.

3.3.3 Implementation of Permanent Magnet

There are many types of permanent magnets, from which many are possible choices for
AAUSAT3. The choice of a suitable permanent magnet is based on an iterative process,
where different magnetic materials and sizes are considered.

The final choice of a suitable permanent magnet for AAUSAT3 is a N35 sintered neodymium
magnet, which is chosen based on the following properties [10]:

• High remanence: Sintered neodymium magnets have the highest magnetic field
strength available. This is preferable as the weight and size of the permanent magnet
can be minimized compared to other types of magnetic materials.

• High coercivity: A high resistance towards demagnetization is preferable as the per-
manent magnet will be exposed to various magnetic fields originating from the on
board magnetorquers.

• Suitable operating temperature: The N35 sintered neodymium magnet has an op-
erating temperature from −100 [◦C] to 80 [◦C], which makes it suitable for use in
space.

• Low corrosion resistance: High corrosion resistance is preferable for use in satel-
lites. However, the surface of the magnet can be protected by coatings with high
corrosion resistance e.g. stainless steel.
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It is important to notice that the permanent magnet is kept within the operating temperature
in order not to corrupt its magnetic properties. Hence placing the permanent magnet on the
frame of the satellite will not be advisable.

The final choice of size is a cylindrical shaped magnet with a height of 0.001 [m] and a
diameter of 0.002 [m]. The specifications of the chosen permanent magnet is summarized
in Table 3.6.

Description Low geomagnetic field strength High geomagnetic field strength
Coercivity (typ.): 892 · 103 [A/m] 892 · 103 [A/m]
Remanence (typ.): 1.21 [T ] 1.21 [T ]
Magnetic moment: 0.0030

[
Am2

]
0.0030

[
Am2

]
Field strength: 15169 [nT ] 15169 [nT ]
Torque: 54.45 [nNm] 145.20 [nNm]
Frequency: [0.0008 0.0008 0.0009]T [Hz] [0.0013 0.0013 0.0015]T [Hz]
Period: 1274 [s] 689 [s]

Table 3.6: Specification of the chosen N35 sintered neodymium magnet [10]. The field
strength is calculated on-axis of the permanent magnet at a distance of 5 [cm].
The given torque is calculated for a field perpendicular to the magnetic mo-
ment of the permanent magnet. The frequencies are calculated using Eq. (3.5),
which gives a frequency in three dimensions [x y z].

The permanent magnet is placed in a corner of the satellite, which gives a distance of at
least 5 [cm] to the magnetometer. As stated in Table 3.6 the on-axis field strength of the
permanent magnet, at this distance, is approximately 0.15 [G], which is well below the
dynamical range of ±2 [G] of the magnetometer (see Section 3.1).

The field intensity Hdpm required to demagnetize the N35 sintered neodymium magnet is
892 · 103 [A/m]. The corresponding magnetic field Bdpm is given by [36]

Bdpm = µ0Hdpm

= 1.12 [T ] (3.8)

The strongest magnetic source on board the satellite, beside the permanent magnet itself, are
the magnetorquers. Hence if the maximum magnetic field generated by the magnetorquers
are smaller, than the the magnetic field Bdpm required to demagnetize the permanent magnet,
then the coercivity is sufficiently high for the permanent magnet. The maximum magnetic
field generated in the center of one set of magnetorquers can be calculated using Eq. (3.14)
in Section 3.4, which gives a maximum magnetic field of 0.12 [mT ]. This is significantly
smaller, than the coercivity of the N35 sintered neodymium magnet.

To point out the influence of the permanent magnet it is beneficial to convert the characteris-
tic frequency to an angular velocity. The lowest characteristic frequency stated in Table 3.6
corresponds to an angular velocity of 0.33

[
deg/s

]
, which is above the angular velocity of

0.12
[
deg/s

]
for a detumbled satellite. Hence the permanent magnet is capable of tracking

the geomagnetic field. The chosen design of the permanent magnet is considered as a good
compromise between tracking performance and keeping a low bias on the magnetometer.
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Furthermore, choosing a bigger permanent magnet is not desirable under pointing/tracking
control, where the magnetorquers must overpower the torque from the magnet.

3.4 Magnetorquer Design

Magnetorquers are, as stated in Section 3.2, chosen as the primary actuator for AAUSAT3.
Three magnetorquers are placed perpendicular to each other in order to provide the possi-
bility of generating a magnetic moment vector with arbitrary direction.

This section first describes general design rules, followed by requirements for the magne-
torquers. The section is then concluded with the design of magnetorquers without core and
the design of magnetorquers that include an iron core.

3.4.1 General Rules for Design of Magnetorquer

The torque Nmt exerted on the satellite by the magnetorquer is given as

Nmt = mmt × BE [Nm] (3.9)

where:
mmt is the effective magnetic dipole moment of the magnetorquer.
BE is the local geomagnetic field.

The magnetic dipole moment of the magnetorquer is [36]

mmt = nwImtAmt
[
Am2

]
(3.10)

where:
nw is the number of windings for the magnetorquer.
Imt is the current in the magnetorquer.
Amt is a vector which is perpendicular to the area enclosed by the magnetorquer.

The magnitude of Amt is equal to the area enclosed by the magnetorquer and the direction
is parallel to the magnetic dipole moment mmt.

By inserting Eq. (3.10) into Eq. (3.9) and taking the magnitude yields

‖Nmt‖ = nw|Imt| ‖Amt‖ ‖BE‖ sin (θcB) [Nm]

‖Nmt‖ = nw|Imt|Amt ‖BE‖ sin (θcB) [Nm] (3.11)

where:
Amt is the area enclosed by the magnetorquer.
θcB is the angle between the vector Amt and the geomagnetic field vector BE .

Equation 3.11 shows that by maximizing the parameters it is possible to maximize the re-
sulting torque. Hence the following general design rules can then deduced:
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• The area enclosed by the magnetorquer Amt should be as large as possible in order to
reduce the required current and number of windings.

• The magnetorquer should consist of a large number of windings nw, which also reduce
the required current. However, increasing the number of windings adds more weight
to the satellite and also takes up more space.

• The current Imt is preferred to be as small as possible to minimize the power con-
sumption. However reducing the current means that the number of windings must be
increased.

The magnitude of the local geomagnetic field ‖BE‖ and the angle between the vector Amt

and the local geomagnetic field vector BE is varying over time, however, it is important to
notice that the magnitude of the torque is largest when the area spanned by the magnetorquer
is parallel to the local geomagnetic field, i.e. θcB = 90

[
deg

]
.

3.4.2 Required Torque from Magnetorquers

The worst case torque generated by the environmental disturbances in space and the per-
manent magnet, is used to design the magnetorquers, although it may be unlikely that
AAUSAT3 will be exposed to the worst case torque in space (all disturbances pointing
in the same direction).

In order to control the satellite in any given situation, the magnetorquers must overcome the
worst case torque generated by the environmental disturbances and the permanent magnet.
Furthermore they must be able to produce the torque required to both detumble and to track
a position on the Earth or in space.

As the satellite is exposed to a varying geomagnetic field, the magnetic residual and the
permanent magnet will affect the satellite with a varying torque. For this reason a total
required torque is calculated for both the highest (48 000 [nT ]) and the lowest (18 000 [nT ])
magnetic field intensity, which the satellite is expected to be exposed to (see Section 4.5).

The worst case disturbance torque, estimated in Appendix D, is 51.88 [nNm] at high mag-
netic field intensity and 21.88 [nNm] at low magnetic field intensity.

The design of the permanent magnet is described in Section 3.3, where the torque af-
fecting the satellite is calculated to be 145.20 [nNm] at high magnetic field intensity and
54.45 [nNm] at low magnetic field intensity.

In the requirements specified in Section 1.6, it is stated that the satellite must be detum-
bled from 10

[
deg/s

]
to below ±0.30

[
deg/s

]
within three orbits. The torque required to

detumble the satellite Ndet is calculated as

Ndet = Isatω̇det [Nm] (3.12)

where:
Isat is the inertia of the satellite determined in Appendix B.
ω̇det is the angular acceleration vector required to detumble the satellite.
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The angular acceleration needed to detumble the satellite ω̇det is approximated by

ω̇det =
ωreq − ωinit

tacc

[
rad/s2

]
(3.13)

where:
ωreq is the angular velocity of the satellite required for detumbling.
ωinit is the initial angular velocity.
tacc is the time period in which the satellite must be detumbled.

Using Eq. (3.13) and (3.12) and the detumble requirement, yields a required torque of
22.20 [nNm] to detumble the satellite.

In order for the satellite to track a position on the Earth, it is required, to be able to rotate
with a angular velocity of 0.72

[
deg/s

]
(see Section 1.6). The required torque to point

the satellite can be found using the same approach as for the torque required to detumble
the satellite. If assuming that the satellite must be accelerated from an angular velocity of
0

[
deg/s

]
, then the satellite requires a torque of 73.22 [nNm] to track a position on the

Earth. This torque is multiplied with two, to account for uncertainties and assumptions,
giving a torque of 146.44 [nNm].

The calculation of the required torque to detumble and point the satellite is located in the
Matlab file TumblePointTorque.m on the appended CD.

All the required torques are summarized in Table 3.7, together with the total required torque.

Description High magnetic field intensity Low magnetic field intensity
Environment disturbances: 51.88 [nNm] 21.88 [nNm]
Permanent magnet: 145.20 [nNm] 54.45 [nNm]
Tracking: 146.44 [nNm] 146.44 [nNm]
Total: 343.52 [nNm] 222.76 [nNm]

Table 3.7: Required torque from the magnetorquers to control the satellite in a region
where the Earth’s magnetic field either has a low or high magnetic field in-
tensity. Notice that the detumbling torque is not included in the total torque,
because the torque required for tracking is larger than the required torque for
detumbling.

It must be possible to track a position on the Earth or in space, when the satellite is in a
region where the geomagnetic field has a low intensity, because the torque from the mag-
netorquers are also lowest here. This means that the magnetorquers must at least produce a
torque of 222.76 [nNm]. In order to take additional uncertainties into account, e.g. CoM,
inertia, magnetic residual disturbance, etc., it is chosen that the magnetorquers must be able
to produce 400 [nNm] corresponding to roughly 80% extra torque.

Each of the three magnetorquers are split in two coils, sharing the load, i.e. one magnetor-
quer is designed to produce a torque of 200 [nNm]. If one coil fails it is still possible to
control the satellite with half the torque, which makes the system more robust.
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3.4.3 Design of Magnetorquers

The magnetorquers are designed through an iterative process, from which the presented
design in Table 3.8, is the final result. The design is based on the general design rules
stated in Subsection 3.4.1 and the values in Table 3.8 are calculated in the Matlab file
magnetorquer_dimensioning.m.

Parameter Value
Coil size: 75x75 [mm2]
Wire Thickness: 0.13 [mm]
Windings 250 [−]
Coil mass: 0.053 [kg]
Max voltage: ±1.25 [V] (controlled by PWM duty cycle)
Max current: 15.78 [mA]
Actuator on time: 88%
Max power consumption pr. coil: 17.4 [mW]
Total power consumption: 134.2 [mW]
Coil Discharge time: 0.33481 [ms] (99% discharged)
Available time for measurements: 11.67 [ms]

Table 3.8: Design parameters for one magnetorquer coil without core that produces ap-
proximately 200 [nNm] at low geomagnetic field strength (18000 [nT ]) perpen-
dicular to coil area. Six of these magnetorquers are needed for the complete
system. Total power consumption is for all six coils including driver circuits.

The area spanned by the magnetorquers are optimized to fit on the inside of the side panels
of the satellite.

A copper wire thickness of 0.13 [mm] (AWG 36) is chosen, because smaller values seems
fragile and this value gives space for 2x250 windings (two coils per axis). The cross sec-
tional area of the coil, when using 500 windings, is approximately 10 [mm2] or 4x2.5 [mm2],
if a fill factor of 1.5 is used. The fill factor is used to account for wire insulation (0.02 [mm])
and non optimal alignment of the wire when the coil is made. Additional space might be
necessary for epoxy, which is why 500 windings is chosen as an upper bound. The chosen
copper wire is available at the component shop at Aalborg University.

A buffered H-bridge (SI9988 from Vishay Siliconex [47]) is chosen as driver for the mag-
netorquer coils. This is the same driver used on AAUSAT-II. It is supplied with 5 [V] giving
an output range of -5 to 5 [V] (it is a full H-bridge). The voltage is controlled by a PWM
signal with a typical frequency of 100 [kHz] and a variable duty cycle. The two drivers for
the same magnetorquer axis are controlled by the same PWM signal, since the AVR8 do
not have enough available output pins for six separate PWM signals. A max voltage range
of ±1.25 [V] is chosen, because the voltage is squared in the power calculation, making
it a costly parameter. This gives 8192 steps/levels between zero actuation (0 [V]) and full
actuation (1.25 [V]), with the AVR8’s PWM resolution of 16 [bit].

Another duty cycle is introduced, since the actuator can not be turned on continuously, but
has to be turned off during Earth magnetic field measurements. This is referred to as actuator
on time in Table 3.8 and it is controlled with the drivers enable pin. This value is increased
until the magnetorquer produces the required 200 [nNm]. This parameter is cheaper than
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the voltage parameter power wise, since it is not squared. 88% duty cycle leaves 11.67 [ms]
for measurements, which, according to the datasheet for the HMC6343 magnetometer [6],
is enough. 72 bits needs to be transferred according to the datasheet, which takes 0.72 [ms]
(@ 100 [kbps] I2C speed) and a 1 [ms] delay has to be added. This is a total of 1.72 [ms]
and within the time available. The schematics for the driver circuits are placed in Appendix
I.

The worst case resistance of the coil is calculated at a temperature of 85 [◦C] and this
resistance gives a maximum current through the coil of 15.78 [mA], at maximum actuation.
The wire is rated for 40 [mA], which should not pose a problem. The worst case power
consumption for the coil is 17.4 [mW] and the driver’s worst case power consumption is 5
[mW]. This gives a total power consumption for all six magnetorquers of 134.2 [mW], as
an extreme worst case.

The magnetorquer produces a magnetic field Bmt, which disturbs the magnetometer. The
strength of the magnetic field Bmt, at a given distance from the magnetorquers center, is
calculated as [36]

Bmt =
nwµ0ImtL2

mt

2π
(
l2dist + L2

mt/4
) √

l2dist + L2
mt/2

[T ] (3.14)

where:
Bmt is the magnetic field strength of the magnetorquer.
Lmt is the length of the magnetorquer.
Imt is the current in the magnetorquer.

At a distance of 30 [mm] the magnetic field strength is approximately 89 321 [nT ] for a
set of magnetorquers. When the coil is discharge 99%, there is still 893 [nT ] left, and the
magnetometers should therefore be sampled at the end of the measurement period to allow
the coil to discharge more.

The designed magnetorquer coils do not have any core, but introducing a core made of a
ferrous material, will enhance the magnetic field produced by the coil considerably. This
means that less power is necessary to actuate the satellite. A comparative list is presented
in Table 3.9.

The solution with the core could be seen as the little and power saving choice, while the
solution without a core could be seen as the secure choice. The permeability of different
iron cores varies between typically 700-7600, depending on purity and material compo-
sition, and the permeability also varies with temperature. Ferrous materials also have a
magnetisation hysteresis5 that has to be taken into account, where iron has a preferable
small hysteresis [36]. This makes a core solution hard to control, but compensation for tem-
perature and tests on the coil revealing the cores permeability, makes it a possible solution.
Magnetorquers with iron core are added to the AAUSAT3 satellite as an experiment, but
also to give redundant actuators.

5Magnetic hysteresis is a kind of “memory” effect, where the ferrous material contains remanent magneti-
sation after the external field is removed.
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Characteristic With core Without core
Power consumption: + -
Size: + -
Weight: + -
Placeable on ADCS PCB: + -
Innovative design (AAU): + -
Linearity over temperature: - +

Magnetisation hysteresis: - +

Uncertain permeability: - +

Small core hard to acquire: - +

Tested before (AAU): - +

Table 3.9: Comparative list of characteristics for magnetorquers with and without a core.
“Innovative design” and “tested before” only relates to former satellites made
at Aalborg University.

The PWM signals and driver circuit design from the magnetorquers without cores are
reused, however the coils are not split in two for each axis, which means that only three
drivers are needed. Table 3.10 presents the final design (magnetorquer with iron core),
based on the Matlab file magnetorquer_dimensioning.m.

Parameter Value
Core diameter: 10 [mm]
Core length: 10 [mm]
Permeability: 1000
Wire Thickness: 0.13 [mm]
Windings 200 [−]
Coil mass: 0.019 [kg]
Max voltage: ±1.25 [V] (controlled by PWM duty cycle)
Max current: 20.0 [mA]
External resistance needed: 62.5 [Ω]
Actuator on time: 27%
Max power consumption pr. coil: 6.75 [mW]
Total power consumption: 35.3 [mW]

Table 3.10: Design parameters for one magnetorquer coil with core that produces ap-
proximately 400 [nNm] at low geomagnetic field strength (18000 [nT ]) per-
pendicular to coil area. Three of these magnetorquers are needed for the
complete system. Total power consumption is for all three coils including
driver circuits.

The size of the magnetorquer cores are small enough to fit on the ADCS PCB and winding
of a prototype indicated that 200 windings could fit on such a core. As the wire length is
considerably shortened, the resistance is also lowered, which means that the current must
be limited by an external resistor. Limiting the current to 20 [mA] (half of maximum for
wire thickness), requires a resistance of 62.5 [Ω]. This resistor must be able to handle 6.75
[mW] in vacuum.

Even though the magnetorquer with iron core is smaller and has less windings, it still pro-
duces a larger magnetic moment than required. This means that the actuator on time can be
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lowered to 27%. Comparing the total worst case power consumption reveals that approxi-
mately 100 [mW] is saved, if a core is added to the coil.

A permeability of 1000 is suggested for the iron core, which is considered achievable over
the whole temperature range. Finding a soft ferrous material that has the specified perme-
ability is left as a future task.

3.5 Hardware Design

The expected launch for AAUSAT3 is in the first quarter of 2011. This means that prototype
hardware for the ADCS must be finished during the summer 2010, before an extensive test
period and delivery of hardware to the launch provider. A prototype is therefore developed
in order to have an iterative design procedure, where faults and errors in the design hopefully
will be corrected. Making a prototype also opens up for test of sensors and actuators.

3.5.1 The Space Environment

Hardware in space is exposed to a various number of degrading effects. The hostile space
environment therefore puts stringent requirements on the hardware put in LEO. The follow-
ing list is based on [48]:

• The temperature differences, between being in direct sun-light and not, are high. Tem-
perature data from the Ørsted satellite showed temperatures between 10 to 40 [◦C]
inside the satellite and temperatures between -40 to 80 [◦C] on the side panels. This
data was recorded on January the 9th, 2010 [49].

• The vacuum in space causes some materials (especially plastic) to outgas. If air
bobbles are trapped within e.g. components it can also cause them to crack or even
explode, due to the high pressure difference. Another effect of vacuum is that heat
is not transferred via air convection. This can give heat problems for components,
since heat is only transferred to materials in direct contact with the components or via
radiation.

• Radiation doses in space are higher than on Earth. Prolonged radiation degrades
the performance of components, like an aging effect and can cause "‘single events"’,
where e.g. bits in memory are flipped due to high energy nucleus hitting the compo-
nent.

• The hardware is exposed to high g-forces, because of violent shaking during launch.
The satellite could also get hit by micro meteorites.

• Ultra violet radiation causes some materials to darken.

• The few atomic oxygen particles that are still present in LEO has shown to be very
erosive on plastic and some metals.
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The requirements for the prototype can be relaxed a bit in regard to materials used to fabri-
cate the PCB. However, it is still important that the components chosen for AAUSAT3 can
withstand the possible temperature range and the vacuum of space. The prototype should
therefore be tested in a temperature and vacuum chamber. Shaking and possibly radiation
tests should also at least be a part of the test of the final flight model. A detailed list of
g-forces and radiation doses a satellite should be able to withstand, can be found in e.g.
[28].

3.5.2 ADCS Prototype PCB

The heart of every subsystem in the distributed system on AAUSAT3 is a MCU. In order to
meet requirement §6.3 stating the ADCS detumble hardware must be fully redundant, both
an AT90CAN128 MCU (AVR8) and an AT91SAM7A3 MCU (ARM7) is used in the ADCS,
giving the possibility of having two overall power modes: A low power mode with the AVR8
running at 8 [MHz] called ADCS1 and a high power mode with the ARM7 running at 60
[MHz] called ADCS2 . The high power mode gives more computational power for high
performance algorithms and the two MCU setup creates a redundant system.

The AVR8 is already used in other subsystems and is well tested, hence a good reason
to reuse it. The ARM7 is not used in any subsystem, but it has CAN interface and it is
from ATMEL, making it easier to port the software framework for the AVR8 to the ARM7.
This choice of MCU has a good balance between ease of implementation, computational
power and interfaces. Using the ARM7 can also be seen as a test for future missions, to
see how well it works in space, and since it is part of a redundant system, it is not a critical
component. The algorithms for the ADCS should be optimized to run on the resources
available in the AVR8 and the ARM7 MCUs.

A hardware block diagram with interfaces has been drawn to create on overview of the
hardware design for the ADCS, see Figure 3.4. Schematics for the prototype ADCS PCB is
placed in Appendix I and on the appended CD.

It has been decided by the system engineering group that the ADCS PCB should interface
with the Phoenix GPS module. This interface is controlled by the ADCS1 MCU and the
GPS module requires two UART connections and an I/O pin [50].

The digital interfaces in Figure 3.4 are listed in the Interface Control Document (ICD), in
Appendix H.1. The ICD also contains a specification of the five power channels assigned
to the ADCS and the GPS, which are not shown in the figure. The five power channels are
separated as follows:

• ADCS main power: For MCUs, magnetometers, external memory and power injec-
tion to GPS antenna.

• ADCS sensor power: For gyroscope and sun sensors.

• ADCS actuator power: For magnetorquers.

• GPS main power: For GPS module.
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Figure 3.4: Hardware blokdiagram for the ADCS with interfaces. Dashed boxes indicate
components placed on seperate PCBs.

• GPS backup power: Instead of GPS backup battery.

Separating the ADCS power in three gives improved fault tolerance towards short circuits,
potentially reduced noise levels for sensors and more power control possibilities for the
EPS. An idea would be to split the ADCS main power in two, one channel for each MCU.
This makes the ADCS even more tolerant towards short circuits, but the EPS must have
enough channels available.

The sun sensor photodiodes must be placed on the sides of the satellite and to reduce noise
in the measurement, the ADC is placed together with the photodiodes on six separate PCBs,
to be mounted on the side panels. A temperature sensor should be placed on each PCB, to
be able to reduce the effect of temperature dependence and to provide satellite status. It has
not been decided yet if the sun sensor PCBs should use a SPI or a I2C interface, but both
interfaces are provided by the ADCS2. Attitude estimation and pointing control is handled
by the ADCS2 MCU, which is why the ADCS1 does not interface with the gyroscopes and
sun sensors.

Each MCU has a separate interface to two 3-axis magnetometers. This redundancy gives
robustness towards I2C bus-errors, and makes it possible to compare all four magnetometer
outputs when both MCUs are turned on. Gyroscopes and sun sensors are not redundant
because the primary function of the ADCS is detumbling, which does not require these
sensors. Loosing the ability to estimate the attitude and do pointing control is not critical to
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the primary mission goal, which is to receive AIS signals from ships.

The nine magnetorquers (driver and coil) in Figure 3.4 are designed in Section 3.4. An
important feature on the ADCS PCB is the I/O-pin connection between the two MCUs.
Whenever the ADCS2 uses the actuators, it sets this pin high, and before ADCS1 uses the
actuators it must sense if the pin is high. If it is high the ADCS1 is not allowed to control
the actuators.

The external data storage makes it possible to save ADCS data for a prolonged period of
time, e.g. one orbit, for debugging on ground and for experiments on the ADCS. The
necessary amount of storage is approximately 1.3 [MB], as specified in Subsection H.2.

The analog gyroscope is sampled with a 16 bit ADC. If calculating with 15 effective bits,
this gives an approximate resolution of 3.3 [V]

215 = 0.1 [mV]. With a gyroscope sensitivity of 15
[mV/deg/s] it is theoretically possible to determine the angular velocity with a resolution
of 0.067 [deg/s]. Choosing a 24 bit ADC would give better resolution, but reducing the
potential noise on the power supply below a level that can justify this, is not considered
possible.

3.6 Software Design Considerations

The software for the ADCS should be implemented based on the following description of
desired operational states. In general state transitions are handled by a supervisory system,
the EPS and the FP or performed by manual commands from the ground station. Possible
telecommands are also indentified and presented in Table H.1 in Appendix H.

3.6.1 State Description

Seven states have been identified and accepted by the system engineering group.

• State: OFF
Per default the EPS turns on the ADCS1, when there is enough power on the batteries
and turns it off again when commanded to or when the battery level is low. A settable
variable in the EPS EEPROM determines if the EPS should start ADCS1 or ADCS2
per default. This variable is set by the ADCS supervisory system which monitors
the system or from the ground station and storing it in EEPROM saves it between
power off/on cycles. It is important that the EPS turns on the ADCS detumbling au-
tonomously to maintain low angular rates of the satellite. On AAUSAT-II detumbling
has to be turned on manually and with the frequent rebooting of the system, detum-
bling commands has to be send to the satellite continuously, otherwise the satellite
has shown to increase its angular spin rate [13]. Both ADCS1 and ADCS2 can be
turned on at the same time if desired, but only one of them can have control over the
actuators at a time. ADCS2 which can also do pointing of the satellite has priority of
the actuators and ADCS1 must sense, on an input pin connected to ADCS2, if it is
allowed to actuate.

57



CHAPTER 3. HARDWARE AND SOFTWARE DESIGN FOR THE ADCS

• State: DIAGNOSTICS
When starting up the ADCS a check is made whether to perform a diagnostics on
the subsystem or not. Per default this is always done and if a sensor or actuator is
malfunctioning and the supervisor cannot switch to a working set, the ADCS will set
a guard prohibiting the use of actuators, unless in TEST state.

• State: IDLE/SLEEP
When the ADCS MCU´s are powered up and a diagnostics check has been performed,
they will go into IDLE/SLEEP state, where no sampling, computation or actuation is
performed. If no commands are received within a certain time period, they will go
into low power mode, with the possibility of waking them up individually. If the
supervisory system cannot switch to a working set of sensors and actuators, when a
fault is detected, a switch to the IDLE state is also performed.

• State: TEST
This state gives the possibility of taking manual control over the satellite, used mainly
for experimental purposes. A control sequence is sent to the satellite and when enter-
ing the TEST state, this sequence is used while data is sampled. Data is raw sensor
values, attitude estimate, residuals, control signal, controller state and time stamp.
This data gives the possibility of evaluating the performance of the ADCS from the
ground station. In TEST state all sensors are sampled and attitude estimation is per-
formed. If the satellite exceeds a tumbling threshold, a state switch to DETUMBLE
is automatically performed, to recover the satellite.

• State: STANDBY
In this state all sensors are sampled and attitude estimation is performed, but no con-
trol is enforced. A switch to this state can happen in the states IDLE, TEST, DE-
TUMBLE and POINTING.

• State: DETUMBLE
When the ADCS is started, it automatically enters this state, unless faults where
found in DIAGNOSTICS that renders the satellite uncontrollable with magnetor-
quers. AAUSAT-II has shown to increase its tumbling velocity during periods with an
inactive detumble controller. Automatic entry into the DETUMBLE state eliminates
the problem with the constant reboot of the main computer on AAUSAT-II, where
the detumble controller has to be turned on manually from the ground station after
every reboot. If the satellite starts to tumble faster than a predetermined threshold the
ADCS will automatically enter DETUMBLE again, if it is in the TEST state or the
POINTING state.

• State: POINTING
When the satellite is detumbled the ADCS can switch to POINTING state, which
is the state taking care of pointing the satellite towards a reference. This reference
could be the center of the Earth, the Sun, Aalborg or maybe a place in Greenland.
This state requires more advanced controllers that require more computational power
and interfaces to the angular rate gyroscopes and sun sensors, which the ADCS1
MCU does not provide. This state is therefore only reachable by ADCS2.
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3.6.2 Operational states summary

Table 3.11 gives a summary of the properties of each state.

State Sensor sampling Attitude estimation Control
OFF No No No
IDLE No No No
DIAGNOSTICS Yes No Predetermined
STANDBY Yes Yes No
TEST Yes Yes Manual
DETUMBLE Yes no Simple
POINTING Yes Yes Advanced

Table 3.11: Operational states summary. Both ADCS1 and ADCS2 can be turned on at
the same time, but only one of them enforces its control on the actuators.
Attitude estimation can only be done by ADCS2.

3.6.3 State Transition Diagram and Telecommands

A state transition diagram has been drawn to illustrate the interconnection between states,
see Figure 3.5.
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TESTSTANDBY

DETUMBLE POINTING
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ADCS_ON/
Diagnostics on

 ADCS2_DETUMBLE/ -
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DETUMBLE/ 
System ok?
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STANDBY/
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ADCS2_STANDBY/
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Figure 3.5: State transition diagram for ADCS2 . The diagram is equivalent for ADCS1 ,
except that ADCS1 cannot go to the POINTING state. State switches are de-
fined by events/guards. A dashed line indicates that the switch can occur
in all states and green arrows indicate autonomous state switching.

The telecommands are only accepted if the ADCS is in the right state, otherwise it is ig-
nored. A list of possible telecommands is presented in Table H.1 in Appendix H.
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There should also be the possibility of switching between sensor and actuator sets if there is
redundancy, both manually and autonomously through a supervisory system running FDI.
However, design of FDI is not the main focus in this thesis.

Those variables that can be changed from the ground station, should be saved in EEPROM
to eliminate the need for new software upload, which can take a long time over the limited
space-link. This will also mean that the new variable values are kept during power off/on
cycles. Table H.2 in Appendix H contains a list of potential EEPROM variables.

3.7 Summary

The objective of this chapter has mainly been to identify the sensor and actuator setup
for AAUSAT3. It was also the objective of this chapter to describe the development of a
hardware prototype and possible subsystem states.

The chosen sensor setup consists of a 3-axis gyroscope from Invensense, four 3-axis mag-
netometers from Honeywell and photodiodes will be used as sun sensors, since a digital
2-axis sun sensor was too expensive for AAUSAT3. The complete sensor setup is estimated
to cost less than 2000 DKK, which is considered very cheap. This, however, comes at the
cost of precision and accuracy.

A permanent magnet and magnetorquer coils in three perpendicular axes have been chosen
for actuation, which means that AAUSAT3 will only have magnetic actuation. The perma-
nent magnet has a magnetic moment of 0.0030

[
Am2

]
, which is three times the expected

worst case magnetic moment of the potential magnetic residuals and the magnetorquer coils
have been split in three for redundancy, giving a total of nine coils. Three of the coils will be
experimental coils with iron cores, which will be able to produce the same torque at lower
power consumption.

Design of a PCB prototype was furthermore presented together with schematics for manu-
facturing in Appendix I.
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Chapter 4
Simulink Simulation Environment

Testing estimators and controllers for spacecrafts is a difficult task. It is possible to emu-
late weightlessness1, vacuum and temperature conditions close to the environment in space.
However, this is very expensive and still does not give correct disturbance torques. To-
tal physical replication of the environment in space is not considered as an option for
AAUSAT3, but introduction of a realistic simulator working as a “truth model” makes it
possible to evaluate the performance of the developed algorithms. It is important that the
“truth model” emulates the real system and environment well enough to be able to give
good estimates of the performance and robustness of the developed estimator and controller
algorithms in space. This chapter describes such a simulator that simulates the orbit and
attitude dynamics of the satellite including realistic disturbances. Sensor and actuator mod-
els are also introduced, which acts as interfaces between the developed algorithms and the
“truth model”.

4.1 Simulink Implementation

The simulation environment made for AAUSAT3 is implemented in Matlab as a Simulink
library, and is based on an existing Simulink implementation for the NSO satellite [37].
Their implementation was furthermore based on the AAUSAT-II simulation environment
made by [2, 45, 51, 52], with an Earth albedo model by [53] and an IGRF model implemen-
tation by [4].

Working with Matlab Simulink is considered intuitive and visual, since everything can be
represented by reusable blocks, which eases the development and test of algorithms. Fur-
thermore it would be irrational to re-implement the whole simulation environment made by
the former groups, because it has taken them a considerable amount of time and because it
has been proven to work well. However, some blocks are modified and updated to fit the
dimensions and mass of the AAUSAT3 and new sensor and actuator models are introduced.

1E.g. with zero-G flights or gyro gimbal systems
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C code compiled as mex files and Matlab files are used for algorithms such as orbit prop-
agators, magnetic fields models, estimators and controllers in order to ease the transition
from a Matlab implementation to a C based implementation on board the satellite. Matlab
files can automatically be compiled to C code with Matlab’s compiler.

Figure 4.1 shows the top hierarchical content of the block called AAUSAT3 or “truth
model”.
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Figure 4.1: Top hierarchical content of AAUSAT3 block in Simulink.

The block containing the orbit, eclipse, albedo and magnetic field models converts an initial
time and a TLE into simulation time in Julian Date (JD). This information is used by the
orbit propagator, described in Section 4.2, to calculate the position of the satellite in the ECI.
The Ephemeris model, described in Section 4.3, also uses the simulation time to calculate
the position of the Sun, the Moon and the rotation of the ECEF relative to the ECI.

Knowing the position of the Sun, the satellite and the rotation of the Earth relative to the
ECI makes it possible to calculate when the satellite is in eclipse and the Earth albedo
affecting the sun sensors, as described in Section 4.4. It is also possible to calculate the
Earths magnetic field vector with the magnetic field model, described in Section 4.5.

The spacecraft dynamics block contains the satellite equations of motion derived in Section
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2.4 and will not be treated further in this chapter. Furthermore the environmental distur-
bance block uses the output from the Ephemeris block and the orbit, eclipse, albedo and
magnetic field models block to calculate the dominating disturbances acting on the satel-
lite. These disturbances are caused by magnetic residual, solar radiation, atmospheric drag
and the Earths gravitational field. The block also calculates gravitational disturbances from
the Sun, the Moon and the Zonal harmonics, however, these are very small and considered
negligible, see Figure E.9 in Appendix E. A general test of the AAUSAT3 block can also be
found in Appendix E.

Figure 4.2 shows the top hierarchical content of the sensor and actuator models.

temp

273+30

enable1

[1 1 1]

enable

1

Vector rotation by q

q

V
q’Vq

Sun sensors

Eclipse

Pos_Sun_I

q_I_S

Sun_S_meas

Permanent Magnet

Attitude q(I−>S)

Magnetic �eld B(I)

N_mpmag(S)

Magnetorquers+drivers

P_sat

B(S)

T

Enable

N_mt(S)

P_mt

Magnetometers

q_I_S

Mag_I

Mag_S_meas

Gyroscopes

Omega_SOmega_S_meas

Mag_S_meas

P_mt

N_ctrl

Omega_S_meas

Sun_S_meas

Mag_I

Omega_S

Pos_Sun_I

Mag_I

q_I_S

Eclipse

q_I_S

q_I_S

Ctrl_PWM

Figure 4.2: Top hierarchical content of sensor and actuator models implemented in
Simulink.

The sensor models take some of the outputs from the “truth model” and simulate realistic
outputs from magnetometers (x, y and z components of the magnetic field), sun sensors (sun
position vector) and gyroscopes (angular rate about the x, y and z axis). These outputs are
all in the SBRF and the models are described in Section 4.6. The permanent magnet and
magnetorquer plus driver models, providing control torques on the satellite, are described
lastly in Section 4.7.

4.2 Orbit Propagators

An orbit propagator makes it possible to simulate realistic disturbances. This is obvious
when looking at the Earths magnetic field, which varies in strength and direction depending
on the location of the satellite, thus giving a changing disturbance torque from the satel-
lites magnetic residual. Additionally, having the satellites position relative to the Earth and
knowing where the Sun is, makes it possible to calculate an estimate of the disturbance
torque caused by solar radiation and makes it possible to emulate sun sensors.
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When evaluating the performance of the pointing controller it is relevant to know the satel-
lite’s orbital position, since the controller could be told to point the satellite towards e.g.
Aalborg.

An orbit propagator implemented in the software on board the satellite is also important
because the attitude estimator needs to know the expected measurements from the sensors,
see Sections 5.3 and 5.4.

4.2.1 Orbit Propagator Types

A general description of orbits and Two Line Elements (TLE) is presented in Section 2.1.
Orbit propagation models such as the SGP, SGP4 and SGP8 for near-Earth orbits and SDP4
and SDP8 for deep-space orbits are mentioned, however, there are many others, see e.g.
[54]. SGP is short for Simplified General Perturbations and SDP is short for Simplified
Deep-space Perturbations. The word simplified comes from the fact that it is analytical
methods that calculate the satellite position at any time instance, without having to numer-
ically propagate the satellite position over small time steps from epoch and integrate these
to get a solution, which is time-consuming [55].

A commonly used orbit propagator for LEO satellites is the SGP4, which was already imple-
mented in the Simulink simulation environment. The SGP4 takes more factors into account
than the more simple two body Keplerian orbit propagator, which only considers the force
of gravity from the Earth. The factors included are orbital decay from drag, but also effects
caused by the Earth’s oblateness and gravity from the Sun and the Moon [54].

4.2.2 The Simplified General Perturbations Satellite Orbit Model 4

The SGP4 is originally implemented in Fortran code and later wrapped into an S-function.
This S-function is then compiled to a mex file in Matlab. It takes a TLE and a JD as inputs
and outputs the satellite position in Cartesian coordinates (ECI) and satellite velocity (ECI),
at the given JD.

TLEs can both be supplied by NORAD and the Phoenix GPS module on board the satellite.
It is important to update the TLE at a regular basis to get higher accuracy of the predicted
satellite position. Figure 4.3 shows how the difference between GPS position data from the
Ørsted satellite and the SGP4 orbit propagator output increases, as we get further away from
the time the TLE was last updated. The error in the GPS data is considered much smaller
than the error induced by the SGP4.

After seven days the difference is up to 25 [km]. AAUSAT3 should not rely on TLEs from
the phoenix GPS module, since it requires approximately 1 [W] of power to operate and it
has to be turned on for about 12-15 [min] when cold-started, before it gets a fix on the GPS
satellites and provides TLEs. During this period the GPS antenna must point away from
the Earth towards the GPS satellites, thus the ADCS must be functioning correctly first and
for that it needs a TLE. However, once the ADCS has been initialized with a TLE from
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Figure 4.3: Normed difference in position between SGP4 and GPS data. Data gathered
from the Ørsted satellite between 10. and 17. of February 2002 [2].

the ground station, it could be possible to autonomously get TLE updates by turning on the
GPS module periodically (e.g. once a day or once a week).

As Figure 4.3 indicates the error between the SGP4 output and GPS measurements oscil-
lates with a period of approximately one orbit and a magnitude of 5 [km]. This effect is
considered negligible and has not been investigated further in this thesis.

It is important when evaluating the performance of the ADCS to introduce satellite position
errors. Apart from the 25 [km] error, accumulated during seven days, a real time clock
that is not correctly synchronized, will also give positions errors. 1 [s] corresponds to
approximately 7.5 [km].

4.3 Ephemeris Models

The rotation of the Earth (rotation from ECI to ECEF) is a prerequisite to be able to de-
termine the geomagnetic field at the satellite. It is also needed to calculate the amount of
solar irradiance reflected by the Earth to the satellite (Earth albedo) and to calculate how
the satellite should point in order to track reference targets on the Earth’s surface.

The quaternion representing the ECI to ECEF rotation is calculated from a JD. This is done
by using a fix-point, where the two reference frames where equal (Greenwich meridian
transit of the equinox) and calculating how many revolutions the Earth has taken between
the fix-point JD to the JD of interest. The last unfinished revolution indicates how much the
ECEF is rotated around the z-axis relative to ECI.
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Knowing the position of the Sun and the Moon in the ECI makes it possible to calculate
gravitational disturbances from them. Again this is also needed to calculate the Earth albedo
and to be able to determine if the satellite is in eclipse, which is necessary to emulate sun
sensors.

The calculations are placed in Matlab-files, making it easy to implement them in the on-
board software for the satellite and again the only input required is a JD. The output is a
vector from the Earth to the Sun or the Moon in the ECI.

4.4 Eclipse and Earth Albedo Models

Being capable of determining when the satellite is in eclipse and how much irradiance
is reflected from the surface of the Earth to the satellite, gives the possibility of making
more realistic sun sensor models and more accurate Sun vector measurements. Eclipse
indication also helps the attitude estimation, because it is then possible to disregard sun
sensor measurements during periods, where the satellite is in eclipse.

4.4.1 Eclipse Calculation

The satellite will potentially be in the Earth’s shadow, when it is further away from the Sun
than the Earth is. Figure 4.4 shows a situation where a satellite is in eclipse. If assuming
that the Sun is a point source and the Earth has a uniform radius, it is possible to calculate
if the satellite is in eclipse by determining if the distance d is longer than the radius of the
Earth rE [56].

Sun

Earth

Satellite

d

rE

θ
R

R
RES

Ese

sS

Figure 4.4: Vectors, angle and distances used to calculate if a satellite is in eclipse.

The distance d can be determined by Eq. (4.1):

d = sin(θ) · ||REse|| (4.1)
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where:
θ is the angle between the vectors −REse (Earth to satellite vector) and RsS (satellite to
sun vector).

The vector REse is determined by the orbit propagator and the vector RsS is determined by
Eq. (4.2):

RsS = −REse + RES (4.2)

where:
RES is the vector from the center of the Earth to the center of the Sun, determined by
the Ephemeris model.

The angle θ is determined by taking the inverse cosine of the dot product between the
normalised vectors.

θ = cos−1
(

RsS

||RsS ||
·
−RES

||RES ||

)
(4.3)

Rewriting Eq. (4.1) and using (4.2) and (4.3) makes it possible to calculate d without using
trigonometric functions.

d = sin(θ) · ||REse|| =
√

1 − cos2(θ) · ||REse|| (4.4)

=

√
1 −

(
−REse + RES

|| − REse + RES ||
·
−RES

||RES ||

)2

· ||REse||

The satellite is then in eclipse if two criterias are fulfilled: The distance d must be smaller
than the radius of the Earth rE and the angle θ must be smaller than 90 [deg].

4.4.2 Earth Albedo Model

Some of the sun-light that hits the Earth is reflected. This is called Earth albedo and it
contributes to the power induced in solar cells and currents in sun sensors, just like the
direct sun-light does.

The Earth albedo model implemented in the simulation environment calculates the amount
of Earth albedo arriving at an object in space (e.g. LEO satellite). This is done by first
splitting up the surface of the Earth into 180 by 288 cells each having the size 1 [deg]
lattitude and 1.25 [deg] longitude. Then the amount of reflected irradiance is calculated
for each cell. This value depends on the angle between the sun vector and the cell normal
(incident angle) and the angle to the satellite and the cell normal. Only the surface area
of the Earth within the common FoV of the satellite and the Sun contributes with reflected
irradiance, which is illustrated in Figure 4.5.
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Figure 4.5: Illustrative sketch of the reflection of solar irradiance in the common FoV of
the satellite and the Sun, known as Earth albedo.

Eq. (4.5) gives the reflected irradiance Ec(φg, θg) for a grid cell, at the distance to the satellite
[53].

Ec(φg, θg) =

ρ(φg,θg)EAM0Ac(φg)r̂T
sunn̂cr̂T

satn̂c

π||rsat ||2

[
W/m2

]
, if (φg, θg) ∈ (Vsun ∩ Vsat)

0, else
(4.5)

Where:
(φg, θg) defines the longitude and lattitude of the center point of the grid cell.
ρ(φg, θg) is the reflectivity of the grid cell.
EAM0 is the incident irradiance from the Sun (considered a constant of 1367 [W/m2]).
Ac(φg) is the cell area.
r̂sun is the unit vector from the cell center to the Sun.
n̂c is the cell normal.
rsat is the vector from the cell center to the satellite.
r̂sat is the unit vector from the cell center to the satellite.
Vsun is the set of sunlit cells.
Vsat is the set of cells visible from the satellite.

The implemented model needs a sun vector (ECEF), a satellite vector (ECEF) and outputs a
reflectivity matrix containing the reflected irradiance Ec(φg, θg) values for each cell. Taking
the sum of the reflected irradiance Ec(φg, θg) for all the cells gives the total amount of Earth
albedo. However, this does not translate directly to an induced current in the solar panels
and sun sensors, since the irradiance is not single directional. Eq. (4.6) gives the total
amount of current measured by a sun sensor [53].
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imeas =
imax

Ecal

{EAM0n̂T
ssr̂sun

}∞
0

+
∑

Vsun∩Vsat

{
Ec(φg, θg)n̂T

ssr̂g
}∞
0

 [A] (4.6)

Where:
imax is the output current measured, when illuminated with an irradiance of Ecal.
n̂T

ss is the sun sensor normal.
r̂g is the unit vector in the direction of the grid cell.
0 to∞ comes from limits in the dot product between the unit vectors.

The Earth albedo model needs to know the reflectivity for each grid cell and this is given
as Total Ozone Mapping Spectrometer (TOMS) reflectivity data [57], which has been mea-
sured by satellites. Dan Bhanderi has gathered TOMS reflectivity data on his homepage
[53] for the years 1996 to 2005 and Figure 4.6 shows the mean reflectivity data from 2005.

Figure 4.6: TOMS mean reflectivity data from 2005.

Gathering data for a year, averages out the effect of a changing cloud cover. According to
[53] there is very little impact in sun sensor currents when using daily reflectivity instead of
annual means, hence the mean data is typically applied.

The 180x288 cells make the algorithm computationally heavy and should therefore be
avoided in the on-board satellite software, or at least greatly reduced in complexity and
accuracy.
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4.5 Magnetic Field Models

A magnetic field model is essential for emulation of magnetometers and to be able to cal-
culate the disturbance torque generated by the satellites magnetic residual. It also makes it
possible to simulate how much torque the permanent magnet and the magnetorquers pro-
duce. Lastly a magnetic field model makes it possible to predict magnetometer measure-
ments on board the satellite and predict how the magnetic field varies in the future.

4.5.1 The Earth’s Magnetic Field

A combination of sources creates the magnetic field surrounding the Earth. More than 90%
of the this field is generated by the Earth’s outer core and this is referred to as the Main
Field, which varies slowly [58]. The Main Field can be described as that of a bar magnet
with north and south poles residing within the Earth and field lines extending out into space
[58]. Figure 4.7 illustrates the main field lines.

N

Figure 4.7: The Earth’s magnetic field modeled as a dipole magnet. N indicates the north
pole of the dipole magnet (the Earth’s magnetic south pole).

Currents flowing in the ionosphere, the magnetosphere and the Earth’s crust cause variations
in the intensity of the Earth’s magnetic field that changes on a much shorter time scale than
the Main Field.

The Main Field can be described by mathematical models such as the International Geomag-
netic Reference Field (IGRF) released by the International Association of Geomagnetism
and Aeronomy (IAGA) and the World Magnetic Model (WMM) released by the U.S. Na-
tional Geophysical Data Center (NGDC) and the British Geological Survey (BGS) [58].
The IGRF has been implemented in simulation environment and will be discussed in the
following subsection.
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4.5.2 The International Geomagnetic Reference Field

The IGRF models the Main Field as the negative gradient of a scalar potential, which can
be represented by a truncated spherical harmonic series, see [59] for further details. It is
based on a collection of contributions from different magnetic field modelers and institutes
who gathered magnetic field data from observatories and surveys around the world and from
satellites like Champ and Ørsted.

The annual rate of change of the Main Field is also incorporated in the IGRF and the model
is assumed to be linear over five-year intervals. The latest model valid for 2005-2010 is
called the IGRF 10th generation model (IGRF10). Figure 4.8 shows contours generated by
an implementation of the IGRF 10th generation model, that represents total magnetic field
strength [60].

Figure 4.8: Total magnetic field strength contours generated by an IGRF10 model. The
data is generated for the 1. of January 2010 in a orbit height of 630 [km].

The total magnetic field strength is approximately between 60 000 [nT ] to 30 000 [nT ] at
the surface of the Earth and as Figure 4.8 indicates the field has decreased to approximately
48 000 [nT ] to 18 000 [nT ] in a height of 630 [km].
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4.5.3 Magnetic Field Model Order and Uncertainties

From 2000 and onwards the IGRF model was extended from degree 10 to degree 13 (har-
monics truncated to degree 13), to better reflect the high quality of available measurement
data [59]. This gives a total of 210 coefficients and the secular variation coefficients are
up to degree 8. The precision of the coefficient are 0.1 [nT ] for the Main Field and 0.1
[nT/year] for the secular variations.

The Simulink implementation was of max degree 10, but has been upgraded to reflect all
the coefficients of the IGRF10. A test of the implementation is presented in Appendix E.3.

Uncertainties are introduced from sources not modeled by the IGRF10. These sources are
e.g. currents in the magnetosphere, the ionosphere and the Earth’s crust. [59] suggests 10-
20 [nT ] RMS as uncertainty in the predicted field, however, larger local uncertainties can
occur. [4] cites that the field is predicted to within approximately 100 [nT ].

The test in Appendix E.3 also showed that an 8th order implementation of the IGRF10
would suffice for the on-board software on the satellite, which reduces the computational
time needed. Calculation of the discrepancy between the 13th order model used in the “truth
model” and an 8th order model, during 8 orbits, gave a standard deviation of 36.14 [nT ] and
a maximum of approximately 100 [nT ].

This section has introduced errors coming from unmodeled sources in the IGRF and errors
from differences in model order. The sensor will also give a discrepancy between the real
and the measured magnetic field, which is treated in Section 4.6.

4.6 Sensor Modeling

Sensor models are introduced in order to provide realistic noisy measurement inputs to at-
titude estimators and controllers during simulations. These models are based on datasheets
and estimates, see Section 3.1, and simulates magnetometers, sun sensors and gyroscopes.
No actual tests have been performed on the chosen sensors and white Gaussian noise is
therefore used and added to the simulated measurements. The real noise might be corre-
lated, however, this has not been incorporated in the models yet. Each of the three sensor
models, also shown in Figure 4.2, are described in the following.

4.6.1 Magnetometer Model

The “truth model” calculates the magnetic field vector in the ECI. It also calculates the
quaternion that represents the rotation from the ECI to the SBRF, which makes it possible
to calculate the magnetic field in the SBRF. This corresponds to the magnetic field seen by
the 3-axis magnetometer and it is calculated in the first part of Figure 4.9.

The magnetic field vector is then added with a bias vector. The bias is caused by the presence
of the permanent magnet and possible magnetic fields created by e.g. onboard electronics.
However, most of the static bias can be compensated away in software before the satellite

72



CHAPTER 4. SIMULINK SIMULATION ENVIRONMENT

Mag_S_meas
1

displacement1

tilt_mag

displacement

heading_mag

deg −> rad1

−K−

deg −> rad

−K−

[nT] −> [T]

−K−

Zero−Order
HoldVector

rotation by q

q

V

q’Vq

Spherical to
Cartesian

Noise2

Noise1

Cartesian to
Spherical

Bias

bias_mag

Mag_I
2

q_I_S

1

Figure 4.9: Matlab Simulink magnetometer model.

is launched into space and efforts should be made to reduce the magnetic residual of the
satellite as much as possible.

The accuracy of the chosen magnetometer is, as stated in Subsection 3.1.3, within 3 [deg]
RMS (maximum rating) and the magnetic field vector in the SBRF is therefore converted to
spherical coordinates and the two angles θ and φ are added with Gaussian noise, having a
standard deviation of 3 [deg]. Potential disturbances in the magnetic field are considered to
be a part of the stated accuracy and temperature dependency is not included in the model,
since the chosen sensor has internal temperature compensation.

In addition to the added noise it is also possible to add a constant angle, which simulates
sensor displacement (bottom part of Figure 4.9). The heading angle corresponds to a ro-
tation of the sensor on the PCB and the tilt angle corresponds to one of the sides of the
sensor being tipped, due to e.g. excessive solder. It is not expected that these two angles
will exceed ±1 [deg] and if the angle is measurable it would furthermore be possible to
compensate in software.

Lastly a zero order hold is added to simulate discrete sampling.

4.6.2 Sun Sensor Model

The “truth model” calculates the position of the Sun in the ECI. It also calculates the quater-
nion that represents the rotation from the ECI to the SBRF, which makes it possible to cal-
culate the position of the Sun in the SBRF. This corresponds to the Sun vector, measured by
a perfect sun sensor and it is calculated in the first part of Figure 4.10.

An angular bias vector is then added to the Sun vector. This is done by converting the Sun
vector to spherical coordinates as in the magnetometer model.
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Figure 4.10: Matlab Simulink sun sensor model.

The accuracy of the sun sensor is, as stated in Subsection 3.1.3, guestimated to be within 10
[deg] and the two angles θ and φ are therefore added with Gaussian noise, having a standard
deviation of 3.33 [deg]. This fairly large inaccuracy is used since the Earth albedo effect
has not yet been incorporated in the sun sensor model. However, it is expected that a less
computationally heavy Earth albedo implementation will be part of the onboard satellite
software, which would make it possible to compensate for Earth albedo.

Temperature sensors will be added to all side-panels and introduces the possibility of mak-
ing temperature compensation. However, temperature compensation is not as important if
the Sun vector is calculated by each side-panel individually by multiple photodiodes, see
Subsection 3.1.3. Temperature dependency is therefore not added to the sun sensor model.

The output of the sun sensor model is a zero vector during eclipse.

The two zero order hold blocks and the pulse generator makes it possible to both control
the discrete sampling frequency, but also to take bursts of samples. This could e.g. be 5
samples, sampled at 10 [Hz], gathered every 100 [s]. However, the bursted sampling is not
utilized in this thesis, but could be used on the satellite to save computation time and power,
after the attitude estimator has converged or when a lower accuracy is acceptable.

4.6.3 Gyroscope Model

The “truth model” directly calculates the satellite angular velocity around the SBRF axes.
This corresponds to the angular velocity measured by a perfect three axis gyroscope.

The angular velocity vector is then added with a bias vector, see Figure 4.11. The bias
is caused by sensor offset errors due to e.g. temperature fluctuations. However, the cho-
sen sensor does have a built in temperature sensor, providing the possibility for software
temperature compensation.

Gaussian noise is also added to each of the vector elements. This noise is expected to
have a standard deviation of 0.2 [deg/s]. A more elaborate model could be made, which
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Figure 4.11: Matlab Simulink gyroscope model.

takes potential non-linearities and cross axis sensitivity into consideration, see Subsection
3.1.3. A drift term is not included in the model, because the chosen gyroscope measures the
angular velocity directly using the Coriolis effect and therefore has no drift term.

As with the magnetometer model, it is also possible to add a constant angle, which simulates
sensor displacement.

Lastly a zero order hold is added to simulate discrete sampling.

4.7 Actuator Modeling

Actuator models are introduced in order to translate control outputs into torques acting on
the satellite during simulations. Translating control outputs into torques is also usable in
attitude estimators as the torque is required in the satellite equations of motion for prop-
agation of the states and the models will therefore be part of the onboard software on the
satellite. A permanent magnet and magnetorquer coils, including driver circuits, were de-
signed for AAUSAT3 in Section 3.3 and 3.4 respectively. These designs are translated into
Matlab Simulink models in this section and are also shown in Figure 4.2.

4.7.1 Permanent Magnet Model

The permanent magnet creates a dipole magnetic moment. This is represented by a vector
in the SBRF, which points in the direction from the magnets south pole to its north pole.
The torque exerted on the satellite is then calculated as the cross product between this mag-
netic moment and the Earth’s magnetic field given in the SBRF. The permanent magnet
model, shown in Figure 4.12, therefore requires the Earth’s magnetic field in the ECI and
the quaternion representing the rotation from the ECI to the SBRF as inputs.
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Figure 4.12: Matlab Simulink permanent magnet model.

4.7.2 Magnetorquer Model

The magnetorquer model consists of three magnetorquer coils, each having a normal point-
ing in the direction of the x-, y- and z-axis respectively. These coil models output the torque
they exert on the satellite, which is added to form the total torque given in the SBRF. In
order to calculate this torque it is necessary to translate the input PWM vector, having the
desired dutycycle for each coil driver, into corresponding voltages applied to the coils, as
shown in the first part of Figure 4.13.
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Figure 4.13: Matlab Simulink models of three magnetorquer coils and drivers.

The model then provides the possibility to enable/disable each coil individually and a pulse
generator simulates having a duty cycle on the actuation, which is required for periodic
actuation and measurement of the Earth’s magnetic field vector.

The content of each of the three magnetorquer coil models are shown in Figure 4.14.
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Figure 4.14: Matlab Simulink magnetorquer coil model.

This model first calculates a wire resistance Rmt (Tmt) based on the magnetorquer coil tem-
perature Tmt in Kelvin, which is given as input. According to [36] the wire resistance can
be calculated as

Rmt (Tmt) =
lwireσmt

Awire
=

lwireσ0,mt
(
1 + α0,mt (Tmt − 293)

)
Awire

[Ω] (4.7)

where:
lwire is the total length of the wire (windings multiplied by wire circumference).
Awire is the wire cross-sectional area.
σmt is the copper resistivity.
σ0,mt is the copper resistivity at 293 [K].
α0,mt is a copper resistivity temperature coefficient.

The input voltage is then divided by the calculated resistance, giving the current in the wire.
Multiplying this current with the area enclosed by the wire and the number of windings,
gives the magnitude of the magnetic moment generated by the magnetorquer coil. This is
then multiplied with the coils normal to create a vector, which gives the torque exerted on
the satellite, when the cross-product is taken with the Earth’s magnetic field in the SBRF.

Coil inductance introduces a pole with a cutoff frequency at approximately 1500 [Hz], with
the design parameters found in Section 3.4. This is far from the 10 [Hz] periodic actuation
and measurement and the inductance is therefore considered negligible in the model (coil
impedance is negligible at low frequencies).

Lastly power is given as output in order to evaluate performance of controller algorithms.
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4.8 Summary

This chapter presented the content of the Matlab Simulink simulation environment made for
AAUSAT3, which builds on previous work done by other students at Aalborg University.
Among many useful Simulink blocks and Matlab-files it first of all contains the satellite
equations of motion and the identified disturbances presented in Chapter 2. Secondly it
contains an orbit propagator (SGP4), ephemeris models, eclipse and Earth albedo calcula-
tion and finally a geomagnetic field model (IGRF10). These functionalities provide the so
called "‘truth model"’ of the satellite.

Additionally sensor and actuator models have been provided, simulating gyroscopes, sun
sensors, magnetometers, permanent magnets, magnetorquer coils and driver circuits.

New simulation models can easily be made, by using the Simulink library containing all the
above described functionalities in blocks, including all developed attitude determination
and control algorithms. It has been of high importance to keep a high degree of reusability
of the library, with the possible intend of reusing it for other satellite projects.
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Chapter 5
Attitude Estimation Techniques

This chapter briefly describes some estimation techniques from which the Singular Value
Decomposition (SVD)-method solving Wahba’s problem and the Unscented Kalman Filter
(UKF) are chosen for AAUSAT3. A more thorough description of the SVD-method, the
Extended Kalman Filter (EKF) and the UKF are given, with focus on describing the equa-
tions and procedures involved in the algorithms. The derivation of the equations are not
treated in this thesis.

5.1 Introduction to Attitude Estimation

In general, satellite attitude estimation can be seen as a two stage process, where the first
stage is to estimate the attitude of the satellite using models of the given system and the
second stage is to improve the estimate using sensor measurements from e.g. gyros and
reference observations like magnetic field measurements [61].

There are numerous methods to perform attitude estimation, which in general can be sepa-
rated into two groups; deterministic point by point solutions and filters [4].

Deterministic point by point solutions estimates the attitude from at least two (preferably
more) reference vectors observed at a single point in time. The point estimation algorithms
are fast and relatively simple, but the requirement of at least two reference vectors constrain
the use of these algorithms on satellites with an inadequate number of sensors. A list of
different point estimation algorithms and a more thorough description of these can be found
in [4, 61]. However, the SVD-method, used to solve Wahba’s problem, will be threated in
Section 5.2.

The recursive stochastic filters can estimate the attitude more accurate as they also estimate
the attitude by combining dynamic and/or kinematic models with measurements obtained
by several sensors [4]. As the recursive stochastic filters includes dynamic and/or kinematic
models they also have the means of propagating the attitude during eclipse and does not
necessarily require two or more reference observations like the deterministic methods. One
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of the most well known recursive stochastic filter is the Kalman filter, which is referred to
as;

"... the greatest achievement in estimation theory of the 20th. century."[62]

The general Kalman filter is a commonly used estimator for applications such as continuous
manufacturing processes, aircrafts, ships and satellites [62].

The Kalman filter estimation process is based on two steps:

• Prediction step: The previous state estimate xk−1|k−1 is propagated through the sys-
tem model to obtain the a priori state estimate of the next sample instance xk|k−1.

• Update step: The a posteriori state estimate for the current sample instance xk|k is
calculated as a weighted linear combination of the before mentioned a priori state
estimate and a correction factor based on the measurements for the current sample
instance zk.

A block diagram of the Kalman filter is illustrated in Figure 5.1, where the predict and
update steps are indicated with dashed boxes. As mentioned in the above, the predict step
includes the system model, which in this case is influenced by an exogenous input uk−1 and
a process noise wk−1. The update step includes the sensor model, which is used to obtain
expected measurements zk|k−1 for the a priori state estimate. In this case the sensor model
is influenced by observation noise vk. The real measurement zk is then subtracted from the
predicted measurement zk|k−1 forming residuals, which are multiplied by the Kalman gain
to form an update of the a priori state.
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Figure 5.1: Block diagram of the Kalman filter.

The Kalman filter addresses estimation problems for dynamic systems, which are well de-
scribed by linear models. For nonlinear systems, such as e.g. a satellite (see Section 2.4),
other approaches must be utilized. The following presents some practical approaches for
attitude estimation using nonlinear models [62]:

• Linearization: By linearizing the nonlinear model it is possible to utilize the Kalman
filter on the linearized model. This approach might be sufficient for estimation prob-
lems, which are close to linear.
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• Extended Kalman Filtering: The EKF is a commonly used estimator for problems,
which are close to linear. The EKF evaluates the partial derivatives at the estimated
state vector value in order to calculate the error covariance matrix and the Kalman
gain, while the estimated state itself is propagated using the full nonlinear model.

• Sampling methods: Sampling methods approximate the nonlinear transformations
of means and covariances using statistical sampling theory. These methods includes,
unlike linearization methods, the nonlinear effects on the mean and covariance, how-
ever, most of the methods have a considerably higher computational complexity than
the Kalman filter.

• Unscented Kalman Filtering: The UKF is a special case of a sampling method. The
UKF is more computational heavy than the Kalman filter and the EKF, but it handles
highly nonlinear systems better.

The above mentioned estimation approaches is considered the most practical, however,
other methods exist [62]. The UKF approach for satellite attitude estimation has been used
by e.g. [63, 64, 65, 66, 67]. This approach is characterized by a set of sample (sigma) points,
which are used to approximate a Gaussian probability distribution, whereas the well known
EKF is distinguished by the fact that it uses a linearization of the nonlinear model equations
in the working point. The computational load of the UKF is higher than that of the EKF,
because all sigma points have to be propagated, but the UKF does not rely on the derivation
of Jacobian matrices. Furthermore, the error of the UKF is expected to be lower than that
of the EKF, since the sigma points provide a way of estimating the a posteriori mean and
covariance accurately to the second order for any nonlinearity [68]. This thesis will focus
on the UKF approach, which is described in Section 5.4, however, the EKF approach is
first described in Section 5.3, in order to show the differences between the two filters. The
descriptions are primarily based on [62, 68, 69].

5.2 Wahba’s Problem and the SVD-Method

The attitude of a satellite can be determined by unit vector observations, coming from e.g.
sun sensors or magnetic field sensors. If two or more vector observations are available in
two different coordinate systems, then it is possible to find a special orthogonal matrix A,
representing the rotation between the two coordinate systems, by solving what is known as
Wahba’s problem. Wahba’s problem is a least square optimization problem, where a cost
function J

(
A
)

is minimized [70]:

J
(
A
)

=

m∑
i=1

ai||bi − Ari||
2 (5.1)

Eq. (5.1) defines the cost function to be minimized, where b and r are vector observations
in two different coordinate systems. The non-negative weight a can be chosen to be the
inverse variance σ−2 of the measurement noise [71]. Eq. (5.1) can also be written in a more
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convenient form [71, 72]:

J
(
A
)

=

m∑
i=1

ai − trace
(
A BT

)
(5.2)

where B =
∑m

i=1 aibirT
i . This reduces the problem to a question of maximizing trace

(
A BT

)
.

There are many ways of solving this problem. This thesis focuses on the SVD-method,
which is faster than the q-method for two vector observations and considered more robust
than other faster methods, such as FOAM and ESOQ [71].

The matrix B has the singular value decomposition (Hence the name SVD-method):

B = U Σ VT = Udiag [Σ11 Σ22 Σ33] VT (5.3)

where diag refers to a square matrix with zeros outside the main diagonal. The matrices U
and V are orthogonal and the singular values obey Σ11 ≥ Σ22 ≥ Σ33 ≥ 0 [71]. Then

trace
(
A BT

)
= trace

(
UT A V diag [Σ11 Σ22 Σ33]

)
(5.4)

The maximized trace is obtained by

UT Aopt V = diag
[
1 1 det

(
U
)

det
(
V
)]

(5.5)

which is consistent with the constraint det
(
A
)

= 1 [71]. This gives the optimal rotation
matrix Aopt defined in Eq. (5.6).

Aopt = U diag
[
1 1 det

(
U
)

det
(
V
)]

VT (5.6)

It is possible to examine how good the estimate Aopt is, by calculating the covariance matrix
P (of the rotation angle error vector). According to [71], P can be calculated as

P = U diag
[
(s2 + s3)−1 (s3 + s1)−1 (s1 + s2)−1

]
UT (5.7)

with the three definitions s1 ≡ Σ11, s2 ≡ Σ22 and s3 ≡ det
(
U
)

det
(
V
)
Σ33. P becomes

infinite if the attitude is unobservable. If the satellite only has two sensors (e.g. sun and
magnetic field sensor), then the SVD-method fails when the satellite is in eclipse and when
the two observations are parallel. This makes the SVD-method unsuitable for continuous
attitude estimation. However, it can be used as a sanity-check for filters like the EKF and
UKF.

5.3 Extended Kalman Filter

For a nonlinear dynamic system given by a state space model (see Eq. (5.8) and (5.9)) with
a nonlinear system model f (xk−1,uk−1) and a nonlinear sensor model h (xk), it is desired to
estimate the state of the system.

xk = f (xk−1,uk−1) + wk−1 (5.8)

zk = h (xk) + vk (5.9)
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Where:
xk is the state vector at time k.
zk is the measurement vector at time k.
uk−1 is observed exogenous inputs.
wk−1 is the process noise.
vk is the observation noise.

It is assumed that the process noise wk−1 and the observation noise vk are independent zero
mean white Gaussian noises, with a process error covariance matrix Q

k−1
and a measure-

ment noise covariance matrix Rk, respectively.

As for the Kalman filter it is desired to estimate the state of the given dynamical system,
using all previous information up to the present time k. For this, a prediction of the state and
error covariance are calculated using previous information up to the time k−1. The predicted
state and error covariance are then updated using information obtained at the present time k
(see Figure 5.1).

5.3.1 Predict step

The a priori state estimate xk|k−1 is calculated using the nonlinear system model, i.e. the
previous state xk−1|k−1 is propagated through the nonlinear system model together with the
observed exogenous inputs.

xk|k−1 = f
(
xk−1|k−1,uk−1

)
(5.10)

The solution for the above Ordinary Differential Equation (ODE) can be approximated by
iterative numerical methods like e.g. Euler and Runge Kutta.

An a priori estimate of the error covariance matrix Pk|k−1 is calculated using the previous
error covariance matrix Pk−1|k−1.

Pk|k−1 = Φk−1|k−1Pk−1|k−1ΦT
k−1|k−1 + Q

k−1
(5.11)

Where:
Φk−1|k−1 is the Jacobian matrix (linearized process function).

The Jacobian matrix contains the first order partial derivatives of the process function
f (xk−1,uk−1).

Φk−1|k−1 ≈
∂ fk−1

∂x

∣∣∣∣∣x=xk−1|k−1

(5.12)

5.3.2 Update step

In the update step the a priori state estimate xk|k−1 is used to calculate the transformed
measurements zk|k−1 by propagating xk|k−1 thought the sensor model.
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zk|k−1 = h
(
xk|k−1

)
(5.13)

The a priori state estimate is updated using measurements zk obtained at present time k and
the Kalman gain Kk. The updated state estimate is called the a posteriori state estimate xk|k.

xk|k = xk|k−1 + Kk
(
zk − zk|k−1

)
(5.14)

The Kalman gain Kk minimizes the the mean squared error between the predicted and mea-
sured measurements and is given as

Kk = Pk|k−1HT
k

(
HkPk|k−1HT

k + Rk

)−1
(5.15)

The Jacobian matrix Hk contains the first order partial derivatives of the measurement func-
tion h (xk).

Hk ≈
∂hk

∂x

∣∣∣∣∣x=xk|k−1

(5.16)

Finally the estimated error covariance matrix Pk|k−1 is updated to obtain the a posteriori
estimate of the error covariance Pk|k.

Pk|k =
(
1 −KkHk

)
Pk|k−1 (5.17)

5.4 Unscented Kalman Filter

The UKF is based on a sigma point sampling method called Unscented TransForm (UTF).
Sigma points are a structured set of sample points selected in such way, that the sigma points
gives an adequate coverage of the input and output probability distribution.

There are different sampling strategies for the UTF. Some of these are summarized here
[62]:

• Simplex: The Simplex UTF has the smallest number of samples with a sample size
of only L + 2, or L + 1 if the zeroth sigma point is ignored, where L is the dimension
of the state vector. The small number of samples reduces the computation time of
the UKF, however, the statistical performance may not be as good as the following
strategies with more samples.

• Spherical: The Spherical UTF is a modification of the Simplex UTF, which is design
to improve the numerical stability by rearranging the sigma points. The Spherical
UTF has the same sample size as the Simplex UTF [69].
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• Symmetric: The Symmetric UTF has a symmetric sampling about the mean. The
sample size of the Symmetric UTF is 2L + 1 or 2L because it is possible to drop the
zeroth sigma point.

• Scaled: The Scaled UTF is a modification of the Symmetric UTF. The Scaled UTF
has the same sample size as the Symmetric UTF, but adds the possibility of adjust-
ing samples and weights. This makes the Scaled UTF more robust to higher order
nonlinearities beyond second order [62].

For this thesis the Scaled UTF will be utilized due to the extra adjustable scaling parameters,
which is advantageous, if the performance of the UKF should be tuned. For the Scaled UTF
the sigma points

(
χk−1|k−1

)
i
are given by

(
χk−1|k−1

)
0

=xk−1|k−1 (5.18)(
χk−1|k−1

)
i
=xk−1|k−1 +

(√
(L + λ) Pk−1|k−1

)
i
, for i = 1, ..., L (5.19)(

χk−1|k−1

)
i
=xk−1|k−1 −

(√
(L + λ) Pk−1|k−1

)
i
, for i = L + 1, ..., 2L (5.20)

xk−1|k−1 is the state vector at time k − 1 and λ = α2(L + κ) − L is a scaling parameter. The
constant α normally has a small positive value between 10−4 ≤ α ≤ 1 and it determines the
spread of the sigma points, while the constant κ is normally set to 3− L [68]. However, for
κ < 0 the resulting error covariance matrix, under the square root, cannot be guaranteed to be
positive definite and κ is therefore often set to 0 [62]. The property of P k−1|k−1 being positive

definite must be satisfied in order to solve
√

(L + λ) Pk−1|k−1 using Cholesky factorization
[69]. Possible Cholesky factors could be lower triangular matrix, upper triangular matrix,
symmetric (using SVD) or the eigenvector Cholesky factor.

As for the Kalman filter and EKF the procedure for calculating the a posteriori state estimate
xk|k for UKF consists of a predict and update step (see Figure 5.1).

5.4.1 Predict step

The predicted sigma points are calculated by propagating the obtained sigma points in
the sigma point matrix χ

k−1|k−1
, which are calculated using Eq. (5.18), (5.19) and (5.20),

through the nonlinear system model (see Eq. (5.8)).

(
χk|k−1

)
i
= f

((
χk−1|k−1

)
i
,uk−1

)
, for i = 1, 2, ..., 2L (5.21)

The a priori state estimate xk|k−1 and the a priori error covariance matrix Pk|k−1 are then
calculated using the predicted sigma points.
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xk|k−1 =

2L∑
i=0

W (m)
i

(
χk|k−1

)
i

(5.22)

Pk|k−1 =

2L∑
i=0

W (c)
i

((
χk|k−1

)
i
− xk|k−1

) ((
χk|k−1

)
i
− xk|k−1

)T
+ Q

k
(5.23)

The matrix Q
k

is the process noise covariance. The weights W(m)
i and W(c)

i , used to calcu-
lated the a priori state estimate and the a priori error covariance matrix, are defined in Eq.
(5.24), (5.25) and (5.26).

W (m)
0 =

λ

L + λ
(5.24)

W(c)
0 =

λ

L + λ
+

(
1 − α2 + β

)
(5.25)

W (m)
i = W (c)

i =
1

2 (L + λ)
, for i = 1, ..., 2L (5.26)

The scaling parameter β incorporates prior knowledge of the distribution of the state vector
xk. According to [68], the optimal value of β for a Gaussian distribution is 2.

As Eq. (5.24), (5.25) and (5.26) indicates, that the weights are independent of time and
hence it is possible to calculate them in an initialization step.

5.4.2 Update step

The predicted sigma points
(
χk|k−1

)
i
are propagated through the sensor model (see Eq. (5.9))

in order to obtain the transformed sigma points
(
Zk|k−1

)
i (predicted measurements).

(
Zk|k−1

)
i = h

((
χk|k−1

)
i

)
, for i = 0, 1, ..., 2L (5.27)

The transformed measurements zk|k−1 can then be calculated as

zk|k−1 =

2L∑
i=0

W (m)
i

(
Zk|k−1

)
i (5.28)

The a posteriori state estimate xk|k is calculated using the measurement vector zk, containing
measurements obtained at time k.

xk|k = xk|k−1 + Kk
(
zk − zk|k−1

)
(5.29)
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The Kalman gain Kk is calculated as

Kk = Pxkzk
P−1

zkzk
(5.30)

where the measurement covariance matrix Pzkzk
and the state-measurement cross-covariance

matrix Pxkzk
are calculated as in Eq. (5.31) and (5.32) respectively, where the matrix Rk is

the measurement noise covariance matrix.

Pzkzk
=

2L∑
i=0

W(c)
i

((
Zk|k−1

)
i − zk|k−1

) ((
Zk|k−1

)
i − zk|k−1

)T
+ Rk (5.31)

Pxkzk
=

2L∑
i=0

W(c)
i

((
χk|k−1

)
i
− xk|k−1

) ((
Zk|k−1

)
i − zk|k−1

)T
(5.32)

Finally the a priori error covariance is updated to obtain the a posteriori error covariance
Pk|k, which is used in the next filter iteration to calculate the sigma points.

Pk|k = Pk|k−1 −KkPzkzk
KT

k (5.33)

5.5 Summary

Among many possible attitude estimation methods, the deterministic SVD-method solving
Wahba’s problem, the EKF method and the UKF method were presented in this chapter.

The SVD-method solving Wahba’s problem fails during eclipse and will thus only be im-
plemented in order to provide a sanity check for the UKF.

Focus will be put on making a suitable UKF implementation for AAUSAT3 in Chapter
6. However, an EKF implementation for satellite attitude estimation is also presented in
Appendix F. Simulations on the UKF implementations are furthermore conducted in order
to evaluate the performance within computational complexity, accuracy and robustness to-
wards bias-, inertia- and modeling errors, followed by a final choice of implementation for
AAUSAT3.
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Chapter 6
Attitude Determination System for
AAUSAT3

In this chapter the Unscented Kalman Filter (UKF) theory from Chapter 5 is applied on a
satellite attitude estimation problem. This includes working with quaternions as part of the
state vector, which has advantages but also introduces problems addressed in Section 6.1.

Four attitude estimators have been designed and simulated in the Matlab Simulink simula-
tion environment made for the AAUSAT3 CubeSat, see Chapter 4. The first attitude estima-
tor is a deterministic single point SVD-method implementation solving Wahba’s problem,
which was addressed in Section 5.2. The second attitude estimator is a quaternion UKF
implementation without bias estimation having the state vector

x =
[

c
iq

T cωT
]T

(6.1)

The third attitude estimator is an UKF implementation that also estimate the bias in a three
axis magnetometer and a three axis gyroscope and the fourth attitude estimator is a similar
implementation that does not include the quaternion c

sq, which reduces the amount of com-
putations, thus taking advantage of the fact that one unit CubeSats are close to symmetric.
The third and fourth UKF implementation have the state vector

x =
[

c
iq

T cωT cbT
mag

cbT
gyro

]T
(6.2)

The simulation results are finally discussed in Section 6.4 and a conclusion on attitude
estimation is made in Section 6.5.

6.1 Introduction of the Quaternion Error State

The orientation (attitude) of the satellite is represented by a unit quaternion that again rep-
resents the rotation from the ECI to the SBRF. The quaternion has the advantage that it is
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singularity free, but there is a unity constraint on the four parameters. This means that the
unit quaternion does not belong to a vector space, but belongs to a sphere in �4, where it is
not possible to calculate the mean of a set of quaternions by a weighted sum, since it is not
closed for addition and scalar multiplication. The resulting quaternion cannot be guaranteed
to be a unit quaternion and thus a valid rotation.

One way of solving this problem is to introduce an error quaternion δq̄k|k defined by Eq.
(6.3) and (6.4), as in e.g. [4, 64, 66, 67].

δq̄k|k = qk|k ⊗ q−1
k|k−1 (6.3)

δqk|k =
[
δq1 δq2 δq3

]T (6.4)

The error quaternion δqk|k, containing the vector part of the four element error quaternion
q̄k|k, is the update to the predicted quaternion qk|k−1, giving the estimated quaternion qk|k. By
using a multiplicative update step, with the quaternion error state, it is possible to maintain
the unity constraint, as in Eq. (6.5) and (6.6).

δqk|k = Kk
(
zk − zk|k−1

)
(6.5)

qk|k =

[
δqT

k|k

√
1 − δqT

k|k · δqk|k

]T
⊗ qk|k−1 (6.6)

The three-element error quaternion is expanded to a four-element quaternion in Eq. (6.6) as
in e.g. [4, 67].

6.2 SVD-method Implementation for Attitude Estimation

The purpose of this implementation is to provide a secondary attitude estimator, that can
provide sanity check for the UKF attitude estimator outside eclipse. Having this single
point attitude estimator also makes it possible to provide the UKF attitude estimator with a
good initial attitude start guess for faster convergence in an initialization phase.

6.2.1 Inputs

The observations given as input to the SVD-method attitude estimator are measurements
given in the SBRF, which are a sun vector svsun,k and a magnetic field vector svmag,k and
predicted measurements in the ECI, which are a sun vector ivsun,k|k−1 and a magnetic field
vector ivmag,k|k−1. To summarize the inputs to the SVD-method are:

• Measured sun vector in the SBRF svsun,k.

• Measured magnetic field vector in the SBRF svmag,k.

90



CHAPTER 6. ATTITUDE DETERMINATION SYSTEM FOR AAUSAT3

• Predicted sun vector in the ECI ivsun,k|k−1.

• Predicted magnetic field vector in the ECI ivmag,k|k−1.

The measured values comes from sensors on the satellite and the predicted measurements
comes from on-board software (Ephemeris, SGP4 and IGRF).

6.2.2 Constants

Two constants are used in the SVD-method. These are two non-negative weights, chosen to
be the inverse variance of the measurement noise (a1 = σ−2

sun and a2 = σ−2
mag).

6.2.3 Implementation

First step in the SVD-method is to find the matrix B, based on the measured and predicted
observations and the weights, as in Eq. (6.7). This is also shown in Section 5.2.

B = σ−2
sun

svsun,k
ivT

sun,k|k−1 + σ−2
mag

svmag,k
ivT

mag,k|k−1 (6.7)

Second step is to perform the singular value decomposition, which is denoted svd in Eq.
(6.8).

svd
(
B
)

=
[
U,S,V

]
(6.8)

The matrices U and V are orthogonal and the matrix S contains the singular values. Nu-
merical implementations of the svd algorithm can easily be found in the literature, see e.g.
[73] and on the Internet. Third step is to find the optimal rotation matrix s

iAopt as shown in
Section 5.2.

s
iAopt = U diag

[
1 1 det

(
U
)

det
(
V
)]

VT (6.9)

The optimal rotation matrix s
iAopt is lastly converted to a quaternion s

iq, since this is the de-
sired attitude representation. Before calculating the optimal rotation matrix, the covariance
matrix P is calculated according to Eq. (5.7). The result of Eq. (6.9) is not to be trusted if
the sum of the elements in the covariance matrix P is larger than 0.1 (value chosen based
on simulations), which happens when the observations are close to being parallel or if the
satellite is in eclipse. In such cases a quaternion equal to (0,0,0,1) is given as output together
with the sum of P, which can be used for error checking.
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6.3 UKF Implementations for Attitude Estimation

The implementation of the three quaternion based UKFs are presented in this section.

6.3.1 Inputs

The observations given as input to the UKF attitude estimators are measurements given in
the SBRF, which are a sun vector svsun,k, a magnetic field vector svmag,k and angular velocity
sωk and predicted measurements in the ECI, which are a sun vector ivsun,k|k−1 and a magnetic
field vector ivmag,k|k−1. The UKF implementation also gets an eclipse indication Eecl,k (this
boolean variable is calculated by an ephemeris model and an orbit propagator), the applied
control torque sNctrl,k and finally initialization parameters. To summarize the inputs to the
UKF are:

• Measured sun vector in the SBRF svsun,k.

• Measured magnetic field vector in the SBRF svmag,k.

• Measured angular velocity of the SBRF sωk.

• Predicted sun vector in the ECI ivsun,k|k−1.

• Predicted magnetic field vector in the ECI ivmag,k|k−1.

• Eclipse indication Eecl,k.

• Applied control torque including torque from permanent magnet in the SBRF sNctrl,k.

• Initial angular velocity of the SBRF sω0.

• Initial quaternion representing the rotation of the SBRF relative to the ECI s
iq0.

• Sample time Ts indicating time between filter iterations.

6.3.2 Constants

There are also constants within the UKF implementation and these are:

• Initial error covariance matrix P0.

• Process noise matrix Q.

• Measurement noise matrix R.

• Satellite inertia matrix Isat.

• Quaternion representing the rotation of the CRF relative to the SBRF c
sq.

• Weights W(m)
i and W (c)

i for i = 0, ..., 2L.
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6.3.3 Implementations

Table 6.1 presents the implemented UKF in pseudo code. Rotation of vectors v with quater-
nions are written as A(q)v and defined in Appendix A.

The SVD-method is utilized in the initialization of the UKF, where an initial quaternion es-
timate s

iq0 is calculated. This ensures faster convergence of the UKF, but it should be noted
that this is only possible when two or more non-parallel vector observations are available.
The singular value decomposition algorithm is denoted svd in Table 6.1.

It is only necessary to calculate the weights once and this is done in the initialization. These
weights are determined by the scaling parameters α, β and κ, which are set to

√
3, 2 and

0, respectively, which gives weights with a total sum of 1
(∑2L

i=0 W (m)
i = 1,

∑2L
i=0 W(c)

i = 1
)
.

The scaling parameters are tuning parameters and the values chosen are based on filter
performance results and the guidelines in Section 5.4.

Calculating sigma points involves finding the matrix square root and an efficient way of
calculating this is done by use of a Cholesky decomposition, as described in e.g. [63, 64,
74]. In the implementation a lower triangular Cholesky factorization is used and this is
denoted ch in Table 6.1. The parameter L = 6 is the number of error states (three quaternion
parameters and three angular velocities). This gives a total of 13 scaled symmetric error
sigma points distributed around zero, where the first one is zero, as presented in Table 6.1.
These error sigma points are then expanded with quaternion multiplication and angular
velocity addition, using the previous attitude estimate xk−1|k−1.

In the predict step the state is propagated using the non-linear satellite equations of motion
defined in Eq. (C.18) and (C.11). This can be done by numerically integrating the contin-
uous time functions over a period of Ts using a fourth order Runge Kutta implementation
as in e.g. [74]. Since using a Runge Kutta method (denoted RK4 in step 1.4 in Table 6.1)
involves addition in each sub-step, a normalization of the quaternion is required, in order
for it to present a valid rotation. If the time step Ts is large and the angular velocity is high,
it might be necessary to use more sub-steps within the Runge Kutta implementation and/or
normalize after each sub-step rather than only after the last sub-step. The predict step has
to be repeated for all the sigma points. The a priori full state estimate is then calculated as a
weighted sum of all the propagated sigma points, with quaternion normalization, as defined
in step 1.5. This approximation of the mean quaternion is also performed in e.g. [64].

A normalization of the Sun and the magnetic field vectors are performed, since it is only the
direction of the vectors and not the magnitude that is important for attitude estimation. Sun
vector measurements can only be considered valid when the satellite is not in eclipse. The
Sun vector measurement and prediction is therefore set equal to each other during eclipse,
which is equivalent to stating that there is no discrepancy between the two and thus no
update is performed on the state in the update step. The same is the case if there is no new
measurements available, which happens when one sensor is sampled slower than each time
step Ts. The state should only be updated by the particular measurement if it has changed
since last filter iteration. The normalization of vectors, eclipse check and new measurement
check is performed in steps 2.1 - 2.6, where the measurements and predicted measurements
are also rotated to the CRF. The predicted measurements are gathered with a weighted sum
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Init.:
0.1 Solve Wahba (SVD): B = σ−2

sun
svsun,k

ivT
sun,k|k−1 + σ−2

mag
svmag,k

ivT
mag,k|k−1

svd
(
B
)

=
[
U,S,V

]
, s

iAopt = U diag
[
1 1 det

(
U
)

det
(
V
)]

VT

0.2 Calculate s
iq0: s

iAopt to s
iq0 conversion

0.3 Initialize state: xk|k =
[
( s

iq0 ⊗
c
sq)T (A( c

sq)sω0)T
]T

0.4 Calculate weights: W (m)
0 = λ

L+λ
, W (c)

0 = λ
L+λ

+
(
1 − α2 + β

)
W (m)

i = W (c)
i = 1

2(L+λ) , i = 1, ..., 2L

0.5 Save: svsun,k, svmag,k, sωk, sNctrl,k go to 2.15

Predict:
1.1 Error sigma points: δχ

k−1|k−1
=

[
06x1 −

(
ch

(
(L + λ) Pk−1|k−1

))T (
ch

(
(L + λ) Pk−1|k−1

))T
]

1.2 Full sigma points:
(
χk−1|k−1

)
i
=


(δχk−1|k−1

)T

1−3,i

√
1 −

(
δχ

k−1|k−1

)T

1−3,i

(
δχ

k−1|k−1

)
1−3,i

T

(·)1−3,i = row 1-3, col. i ⊗ c
iqk−1|k−1

)T
(

cωk−1|k−1 +

(
δχ

k−1|k−1

)
4−6,i

)T T

, i = 1, ..., 2L + 1

1.3 Rotate control torque: cNctrl,k−1 = A( c
sq)sNctrl,k−1

1.4 Numerical propagation:
(
χk|k−1

)
i
= RK4

((
χk−1|k−1

)
i
,c Nctrl,k−1,T s, steps

)
, i = 1, ..., 2L + 1

1.5 A priori state estimate: xk|k−1 =

( ∑2L
i=0 W(m)

i (χk|k−1)1−4,i+1∣∣∣∣∣∣∣∣∑2L
i=0 W(m)

i (χk|k−1)1−4,i+1

∣∣∣∣∣∣∣∣
)T (∑2L

i=0 W (m)
i

(
χk|k−1

)
5−7,i+1

)T
T

1.6 Full to error state:
(
δχk|k−1

)
i
=

[((
χk|k−1

)
1−4,i
⊗ c

iq
−1
k|k−1

)T

1−3,i

((
χk|k−1

)
5−7,i
−cωk|k−1

)T
]T

, i = 1, ..., 2L + 1

1.7 Mean error state: δxk|k−1 =
∑2L

i=0 W (m)
i

(
δχk|k−1

)
i+1

1.8 A priori covariance: Pk|k−1 =
∑2L

i=0 W (c)
i

((
δχk|k−1

)
i+1
− δxk|k−1

) ((
δχk|k−1

)
i+1
− δxk|k−1

)T
+ Q

Update:
2.1 Save: svsun,k, svmag,k, sωk, sNctrl,k

2.2 Eclipse check: If in eclipse go to 2.6, else go to 2.3
2.3 New measurement?: If new vector measurement go to 2.4, else go to 2.6

2.4 Normalize and rotate: cvsun,k = A
( c

sq
) svsun,k
||svsun,k ||

2.5 Estimate measurement:
(cvsun,k|k−1

)
i = A

((
χk|k−1

)
1−4,i

)
ivsun,k|k−1
||ivsun,k|k−1 ||

, i = 1, ..., 2L + 1

cvsun,k|k−1 =
∑2L

i=0 W (m)
i

(cvsun,k|k−1
)

i+1 go to 2.7
2.6 Hardcode vector: cvsun,k =c vsun,k|k−1 = [0 0 0]T

2.7 Repeat step 2.3 - 2.6: For magnetic field vectors (cvmag,k, cvmag,k|k−1)
and angular velocities (cωk, cωk|k−1)

2.8 Calculate covariances: Pxkzk
and Pzkzk

according to Eq. (5.32) and (5.31)

2.9 Calculate Kalman gain: Kk = Pxkzk
P−1

zkzk

2.10 Calculate error state: δxk|k = Kk

(
zk − zk|k−1

)
2.11 Expand quaternion: c

iqk|k =

[
δqT

k|k

√
1 − δqT

k|k · δqk|k

]T
⊗ c

iqk|k−1

2.12 Calculate full state: xk|k =
[

c
iq

T
k|k (cωk|k−1 + δωk|k)T

]T

2.13 A posteriori covariance: Pk|k = Pk|k−1 −KkPzkzk
KT

k

2.14 Rotate and output: Output =

[(
c
iqk|k ⊗

c
sq−1

)T (
A( c

sq−1)cωk|k

)T
]T

2.15 Repeat: Go to 1.1 and iterate filter every time step Ts

Table 6.1: Pseudo code for quaternion UKF implementation without bias estimation.
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in step 2.5 and this result is used in step 2.10.

The UKF implementation with bias estimation is very similar to the pseudo code in Table
6.1. The only difference is that the state vector is expanded by six states (see Eq. (6.2)) and
the bias is approximated as being constant during propagation. Furthermore, simulations
have shown that the magnetometer bias should only be updated in the update step when
both sun and magnetic field vector measurements are available. This means that the UKF
implementation should be started outside eclipse the first time it is run and the bias should
be saved as a starting guess if the filter goes through on/off cycles. Estimating bias in mag-
netometer and gyroscope is considered more important than estimating bias in sun sensor
measurements, since the permanent magnet and the magnetic fields created by the onboard
electronics will create a bias in the magnetometer measurements and the gyroscope has a
temperature dependent voltage null-offset. However, adding estimation of sun sensor bias
is considered fairly easy, since it is done in the same way as with the other two sensors, but
it should be remembered that it is computationally more demanding to add additional states
and should therefore be avoided.

The model noise covariance matrix Q, measurement noise covariance matrix R and initial
error covariance matrix P0 was set to the following based on sensor noise and iterative
testing (diag refers to a diagonal matrix):

Q = diag [1 1 1 10 10 10 1 1 1 0.01 0.01 0.01] 10−6

R = diag [3.4 3.4 3.4 2.7 2.7 2.7 0.012 0.012 0.012] 10−3

P0 = diag [1 1 1 1 1 1 0.1 0.1 0.1 1 1 1] 10−3

The last 6 diagonal elements in Q and P0 are only necessary in the UKF implementation
with bias estimation.

The model noise covariance matrix should reflect the system noise in order to have consis-
tent and realistic performance. Choosing lower values will increase performance, but this
will not reflect the real situation in space where the model is not ideal. Lowering the values
is the same as putting more “trust” in the model. The first three diagonal elements in the
Q matrix reflects the expected noise in the kinematic equations (quaternion part), the next
three elements reflects the expected noise in the dynamic equations (angular velocity part)
and the last six elements reflects the expected noise in the sensor bias states. Less trust
has been put in the dynamic equations since all the disturbance torques are not part of the
satellite equation of motion. These torques would require a lot of computational power to
estimate and they are most likely dominated by the satellites magnetic residual, which is
modeled as Gaussian vector noise.

As with the model noise covariance matrix, the measurement noise covariance matrix should
reflect the expected noise in the measurements. The first three diagonal elements reflects
the expected noise in the sun vector measurement, the next three elements relates to the
noise in the magnetic field vector measurement and the last three elements reflects the ex-
pected noise in the angular velocity measurements. The sensor setup chosen for AAUSAT3
was simulated by taking the output from the “truth model” and adding Gaussian noise,
see Section 4.6. Consideration to power, size and cost of sensors was a key issue when
choosing sensors, which is why the performance of the sensors are not in the high end.
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The sun sensor measurement is expected to have a deviation from the correct angle of up
to ±10 [deg] (in both of the spherical coordinates φ and θ), which approximately gives
a standard deviation of 3.33 [deg] if assuming that 10 [deg] is equal to 3σ. This is a
standard deviation of sin(3.33) = 0.058 in each of the Cartesian unit vector coordinates,
however, not at the same time. Therefore a variance of σ2 = 0.0582 = 0.0034 has been
chosen. The magnetic field sensor (magnetometer) is expected to have a standard devia-
tion of 3 [deg], which gives a reasonable choice of variance in unit vector coordinates of
σ2 = (sin(3))2 = 0.0522 = 0.0027. The noise in the angular velocity is expected to have a
standard deviation of 0.0035 [rad/s], giving a variance of σ2 = 0.00352 = 0.000012. The
chosen gyroscope for AAUSAT3 measures the angular velocity directly using the Coriolis
effect and therefore has no simulated drift term.

The initial error covariance matrix is a measure of how good a guess the initial state is.
Choosing low values in the diagonal is the same as putting “trust” in the initial guess.

6.3.4 Simulation Setup and Results

The simulation environment made for AAUSAT3 is described in Chapter 4. The TLE used
in the simulations is for the AAUSAT-II satellite, which is in a polar orbit with an inclination
of approximately 98 [deg] and an orbit height of approximately 630 [km]. This Low Earth
Orbit (LEO) is considered typical for CubeSats.

The simulation environment also provides what is considered as satellite onboard software.
This software consists of another IGRF10 magnetic field model, implemented with order 8,
that, together with a SGP4 orbit propagator provides the predicted magnetic field vector in
the ECI. It also provides a sun vector and eclipse indication with ephemeris models and the
SGP4. The onboard software does not estimate any of the disturbance torques, however,
the torque from a permanent magnet is simulated and given as control input torque to the
UKF. This permanent magnet has a magnetic moment of 0.0030 [Am2] and will be part of
the ADCS for AAUSAT3.

Attitude estimation is often performed after the satellite has been detumbled and the initial
angular velocities in the tests were therefore set to (0.02,0.02,0.02) [rad/s], which is within
a realistic bound of what can be expected. The sampling frequency was set to 1 [Hz].

A number of simulations were performed on the four implementations and these are listed
in Table 6.2. Realistic sensor biases were applied in some of the simulations. These biases
were randomly chosen and different from the ones used during tuning of the filter. The
mass property and thus the inertia was changed in the third last simulation so that the center
of mass was located approximately 20 [mm] from the geometric center of the satellite,
which was just within the CubeSat requirement specified in [75] (center of mass moved
from (-0.9,-1.1,-12.0) [mm] to (-0.7,-0.8,20.0) [mm] relative to the geometric center). The
quaternion c

sq, that represents the rotation from the SBRF to the CRF, was removed from
the implementation in the second last simulation. Ten Runge Kutta sub-steps was used in
all the above simulation, but in the last simulation only one sub-step is used and additional
sensor measurement errors are introduced in the form of sensor displacement of 1 [deg] in
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heading and tilt (the spherical coordinates θ and φ) on the magnetometer and gyroscope.
This simulation is added to test the robustness of the implementation.

Figure 6.1 shows the results of a simulation of a stand-alone implementation of the SVD-
method for approximately one orbit. The SVD-method failed during eclipse (from 2100 to
4090 [s]), which was expected, because the sun vector was set to (0,0,0), thus making the
attitude unobservable. The sum of elements in the covariance matrix was also simulated
and this graph has been limited to 0.5, but it was infinite during eclipse.
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Figure 6.1: Graph 1: Difference between the estimated attitude from the SVD-method
and the attitude from the “truth model” (x, y and z are the Euler angles).
Graph 2: Sum of elements in covariance matrix calculated according to
Equation (5.7).

Figure 6.2 shows the results of a simulation of the implementation of the quaternion UKF
with (Graph 2 and 4) and without (Graph 1 and 3) bias estimation for approximately one
orbit. There was no measurement bias in the simulations shown on Graph 1 and 2 and a
small bias was applied in the simulations shown on Graph 3 and 4.

Figure 6.3 shows the results of a simulation of the implementation of the quaternion UKF
with bias estimation for approximately one orbit. Graph 1 is a situation where the inertia in
the UKF had a small deviation compared to the one used in the “truth model” and Graph
2 was a situation where all rotations with the quaternion c

sq was removed from the UKF
implementation.

Figure 6.4 shows the results of a simulation of the implementation of the quaternion UKF
with bias estimation for approximately one orbit. Only one Runge Kutta sub-step was used
in this simulation and the magnetometer and gyroscope sensors were displaced by 1 [deg]
in heading and tilt (the spherical coordinates θ and φ).

The largest angular deviation has been identified for all simulations and classified into time
regions. The first region from 0 to 1000 [s] is defined as the convergence phase. The second
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Figure 6.2: Difference between the estimated attitude and the attitude from the “truth
model” (x, y and z are the Euler angles). Graph 1: UKF without bias estima-
tion and no bias on measurements. Graph 2: UKF with bias estimation and
no bias on measurements. Graph 3: UKF without bias estimation and with
bias on measurements. Graph 4: UKF with bias estimation and with bias on
measurements.

region is from 1001 [s] to 2100 (until eclipse), the third region is from 2101 to 4095, which
is inside eclipse and 5 [s] after and the last region is after eclipse from 4096 to 6000 [s].
Table 6.2 presents these angular deviations.

98



CHAPTER 6. ATTITUDE DETERMINATION SYSTEM FOR AAUSAT3

−10

−5

0

5

10

EclipseE
rr

or
 in

 E
st

im
at

ed
 A

tti
tu

de
 [d

eg
]

 

 
x
y
z

0 1000 2000 3000 4000 5000 6000
−10

−5

0

5

10

Eclipse

Time [s]

E
rr

or
 in

 E
st

im
at

ed
 A

tti
tu

de
 [d

eg
]

 

 
x
y
z

Figure 6.3: Difference between the estimated attitude and the attitude from the “truth
model” (x, y and z are the Euler angles). Graph 1: UKF with bias estimation,
with bias on measurements and with a small inertia difference. Graph 2:
UKF with bias estimation, without c

sq and with bias on measurements.

0 1000 2000 3000 4000 5000 6000
−10

−5

0

5

10

EclipseE
rr

or
 in

 E
st

im
at

ed
 A

tti
tu

de
 [d

eg
]

Time [s]

 

 
x
y
z

Figure 6.4: Difference between the estimated attitude and the attitude from the “truth
model” (x, y and z are the Euler angles) for an UKF implementation with
bias estimation, with bias on measurements, with sensor displacement and
with only one Runge Kutta sub-step.

99



CHAPTER 6. ATTITUDE DETERMINATION SYSTEM FOR AAUSAT3

Im
pl

em
en

ta
tio

n
R

ef
.

R
K

Se
ns

.D
is

pl
.

M
ag

.B
ia

s
G

yr
o.

B
ia

s.
In

er
tia

E
rr

.1
E

rr
.2

E
rr

.3
E

rr
.4

Ti
m

e
[F

ig
.,

G
ra

ph
]

[s
ub
−

st
ep

s]
[d

eg
]

[n
T

]
[d

eg
/
s]

[d
eg

]
[d

eg
]

[d
eg

]
[d

eg
]

[m
s]

St
an

d-
al

on
e

SV
D

-m
et

ho
d

(6
.1

,1
)

N
/A

(0
,0

)
(5

,1
,-3

)·1
03

N
/A

N
/A

31
.5

3
17

.3
2

N
/A

*
26

.5
1

0.
22

U
K

F
w

.o
.b

ia
s

es
t.

(6
.2

,1
)

10
(0

,0
)

(0
,0

,0
)

(0
,0

,0
)

C
or

re
ct

3.
73

2.
67

6.
10

2.
59

61
.6

7

U
K

F
w

.b
ia

s
es

t.
(6

.2
,2

)
10

(0
,0

)
(0

,0
,0

)
(0

,0
,0

)
C

or
re

ct
4.

11
3.

28
8.

04
2.

80
12

5.
02

U
K

F
w

.o
.b

ia
s

es
t.

(6
.2

,3
)

10
(0

,0
)

(5
,1

,-3
)·1

03
(0

.2
,0

.2
,0

.2
)

C
or

re
ct

13
.2

3
11

.6
3

10
5.

82
†

17
.3

6
-?

U
K

F
w

.b
ia

s
es

t.
(6

.2
,4

)
10

(0
,0

)
(5

,1
,-3

)·1
03

(0
.2

,0
.2

,0
.2

)
C

or
re

ct
12

.1
6

3.
26

8.
80

4.
09

-?

U
K

F
w

.b
ia

s
es

t.
(6

.3
,1

)
10

(0
,0

)
(5

,1
,-3

)·1
03

(0
.2

,0
.2

,0
.2

)
In

co
rr

ec
t

12
.1

6
3.

47
9.

85
3.

46
-?

U
K

F
w

.b
ia

s
es

t.
(N

o
c sq

)
(6

.3
,2

)
10

(0
,0

)
(5

,1
,-3

)·1
03

(0
.2

,0
.2

,0
.2

)
C

or
re

ct
12

.1
6

3.
26

8.
75

4.
12

12
3.

84

U
K

F
w

.b
ia

s
es

t.
(6

.4
,1

)
1

(1
,1

)
(5

,1
,-3

)·1
03

(0
.2

,0
.2

,0
.2

)
C

or
re

ct
12

.9
0

3.
30

9.
51

5.
41

21
.8

4

*T
he

SV
D

-m
et

ho
d

do
es

no
tw

or
k

du
ri

ng
ec

lip
se

.

†T
he

U
K

F
w

ith
ou

tb
ia

s
es

tim
at

io
n

w
or

ks
ve

ry
po

or
ly

du
ri

ng
ec

lip
se

,i
ft

he
re

is
bi

as
in

th
e

m
ea

su
re

m
en

ts
.

?
T

he
m

ea
su

re
m

en
tw

er
e

no
tp

er
fo

rm
ed

.

Ta
bl

e
6.

2:
Si

m
ul

at
io

n
re

su
lts

fo
r

on
e

or
bi

t.
C

ol
um

n
1-

7:
Si

m
ul

at
ed

ca
se

.
C

ol
um

n
8-

11
:

La
rg

es
ta

bs
ol

ut
e

di
ff

er
en

ce
be

tw
ee

n
th

e
es

tim
at

ed
at

tit
ud

e
an

d
th

e
at

tit
ud

e
fr

om
th

e
“t

ru
th

m
od

el
”.

M
ax

im
um

is
ta

ke
n

as
th

e
E

ul
er

an
gl

e
(x

,y
or

z)
w

ith
th

e
la

rg
es

t
de

vi
at

io
n.

E
rr

.
1

is
be

tw
ee

n
0-

10
00

[s
],

E
rr

.
2

is
be

tw
ee

n
10

01
-

21
00

[s
],

E
rr

.
3

is
be

tw
ee

n
21

01
-4

09
5

[s
]

an
d

E
rr

.
4

is
be

tw
ee

n
40

96
-6

00
0

[s
].

C
ol

um
n

12
:

Av
er

ag
e

co
m

pu
ta

tio
n

tim
es

pe
r

ite
ra

tio
n

fo
r

th
e

im
pl

em
en

te
d

at
tit

ud
e

es
tim

at
or

s
in

M
at

la
b

on
a

si
ng

le
co

re
Pe

nt
iu

m
4

(2
.8

[G
H

z]
,1

[G
B

]
R

A
M

).

100



CHAPTER 6. ATTITUDE DETERMINATION SYSTEM FOR AAUSAT3

Average computation times was recorded with the tic-toc commands in Matlab for the
four different implementations and the results are presented in Table 6.2.

6.4 Discussion on Attitude Determination

The stand-alone implementation of the SVD-method does provide an attitude estimate that
stays within approximately ±30 [deg] during the simulated orbit. However, this perfor-
mance is far from the performance of the quaternion UKF implementation and it does not
work during eclipse. The error covariance matrix P can be used to evaluated the perfor-
mance of the SVD-method, where a large value of P indicates a poor estimate of the attitude.
Graph 2 in Figure 6.1 shows a very large P during eclipse and also relatively large values
when the satellite has passed the poles, which is where the vector observations are expected
to be close to parallel. Calculating P thus gives a measure of the confidence in the attitude
estimate. Simulations have additionally shown that the quaternion UKF implementation
with bias estimation has trouble converging if it is not supplied with a fairly accurate initial
quaternion from e.g. the SVD-method. This is due to the chosen parameter tuning of the
UKF, which is not too aggressive for better performance after the filter has converged and
found a good sensor bias estimate. The tuning could be varied during simulation, however,
it can be difficult to know when the filter has converged properly and providing the UKF
implementation with an initial quaternion from the SVD-method seems to be more robust.
Implementing the SVD-method also introduces the possibility of making sanity checks on
the UKF output.

As Graph 3 and 4 in Figure 6.2 indicates, bias in the sensor measurements greatly reduces
the performance of the UKF unless the bias is estimated along with the attitude. However, it
should be noted that expanding the state vector from 7 to 13 almost doubles the computation
time of the filter (see Table 6.2).

As seen in Graph 1 in Figure 6.3, small deviations between the estimated and actual inertia
do not affect the performance of the UKF significantly. Larger deviations will affect the
performance of the UKF, however the CubeSat standard prescribes that the center of mass
must not be further away than 2 [cm] from the geometric center for one unit CubeSats. It has
been experienced that the maximum corresponding deviation in the inertia do not affect the
performance of the UKF and hence inertia estimation is unnecessary for one unit CubeSats.

The settings of the simulated UKF is set to rely mostly on the obtained measurements as
the torques from disturbances have not been included in the satellite equations of motion in
the onboard software. Furthermore, it is not expected that the control torque generated by
e.g. permanent magnets and magnetorquers is precisely known, which introduces additional
uncertainties. This means that the filter property of the UKF is toned down to improve ro-
bustness especially during eclipse at the expense of performance outside eclipse. However,
this is a matter of tuning.

The main disadvantage of the UKF is the computation time. Taking advantage of the fact
that one unit CubeSats are close to symmetric, it is possible to refrain from the rotation
between the SBRF and the CRF, as indicated in Graph 2 in Figure 6.3. However, this do not
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lower the computation time significantly (125.02 to 123.84 [ms], see Table 6.2). Most of the
computation time is used to compute the predict step 1.4 (see Table 6.1). Hence, reducing
the number of Runge Kutta sub-steps is the most effective way of reducing the computa-
tional time. The last simulation with only one Runge Kutta sub-step used only 21.84 [ms].
This is approximately 1/5 of the 125.02 [ms] stated in Table 6.2, with almost equivalent
performance (the slight decrease in performance is mainly caused by sensor displacement).
The reason for the almost equivalent performance is expected to be due to the low angular
velocity after detumbling.

The largest estimation error outside eclipse of 5.41 [deg], for the quaternion UKF imple-
mentation with bias estimation, were encountered in the last simulation, which is considered
acceptable, since the sensors where also displaced by 1 [deg] in heading and tilt in addition
to the measurements being biased and very noisy.

The implementations proposed here are targeted for CubeSats, however, the results are ex-
tendable to larger satellites. Doing so might require the incorporation of some of the dis-
turbance models, such as calculation of the gravity gradient torque, in the onboard satellite
equations of motion. This can also be done on CubeSats, but might not be appropriate with
the limited computational power often associated with these.

6.5 Summary

As mentioned earlier, the focus of this thesis has been to present a robust attitude estima-
tor for low budget CubeSats. To summarize, it has proven important to estimate bias in
the sensors, while inertia estimation is unnecessary for small symmetrically shaped satel-
lites, since the diagonal elements in the inertia matrix are almost equal. Simulations of the
implemented quaternion UKF with bias estimation have shown, that it is possible to esti-
mate the attitude of the satellite within approximately ±4 [deg] outside eclipse and within
approximately ±9 [deg] in eclipse, with the low cost of the shelf sensor setup chosen for
AAUSAT3.

It is recommended that the quaternion UKF with bias estimation and one Runge Kutta
sub-step is used for AAUSAT3. This is due to filter computation time, robustness and
performance. It is still an open question whether it is necessary to estimate bias in sun
sensor measurements, however, a final sun sensor design has not been finished yet.
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Chapter 7
Detumble Controller

Two attitude controllers are designed for AAUSAT3. The first is a detumble controller,
which purpose is to reduce the angular velocity of the satellite and the second is a pointing
controller, which purpose is to track a given reference attitude. Keeping the angular velocity
of the satellite low and controlled is of paramount importance for the mission. Firstly, the
antennas on AAUSAT3 will have lower gains in certain directions (e.g. dipole antennas
have lower gain in the direction parallel to the antenna) and experiences from AAUSAT-II
have proven that high angular velocity (it has been estimated to tumble with approximately
2.5 [Hz] [13]) makes communication difficult, due to worsened S/N ratio in certain angles
and only short messages like beacon signals are received properly. The interception of AIS
signals from ships is also improved by keeping the highest gain of the antenna down towards
the ships for as long as possible. Secondly, camera picture quality is also improved when
the camera is not spinning at high angular velocity.

This chapter describes the design of the detumble controller. First, the aim of the detumble
controller is given in Section 7.1. Then, a control law is given, followed by a stability
analysis in Section 7.2 and a description of the implementation for AAUSAT3 in Section
7.3. Finally, the controller is evaluated based on simulations in Section 7.4.

7.1 Aim

The aim of the detumble controller is, as stated in requirement §6.5.1, to reduce the initial
spin of the satellite from 10 [deg/s] to below ±0.3 [deg/s] in the three SBRF axes within
three orbits. Furthermore, the detumble controller must function as a recovery mechanism
in situations where e.g. a malfunctioning pointing controller has caused the satellite to spin
up.

The satellite is, as stated in Section 3.2, controllable by means of magnetorquers and a per-
manent magnet. Placing the permanent magnet’s magnetic dipole moment in the opposite
direction of the satellite’s z-axis, will cause the detumbled satellite’s z-axis to point in the
opposite direction of Earth’s magnetic field. This will automatically bring the antennas in
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a position where they are closest to the Earth’s surface and point the highest gain of the
antennas downwards at the North Pole, but also over Greenland and Aalborg. The angle
between the direction of the Earth’s magnetic field at Aalborg in an orbit height of 630 [km]
and a nadir pointing vector is approximately 20 [deg]. Figure 7.1 illustrates the satellite
z-axis attitude over Aalborg and a nadir pointing vector. The angle is even smaller at higher
elevations.

z

y

x

Geographic north poleSatellite

Aalborg20 [deg]

B-field
direction

nadir
vector

Figure 7.1: Satellite z-axis attitude over Aalborg determined by the Earth’s magnetic
field.

7.2 Control Law and Stability Analysis

A commonly used control algorithm for detumbling of satellites in polar Low Earth Orbits
(LEO), is the Ḃ or B-dot controller, see e.g. [44, 76, 77, 78]. This controller is also chosen
for AAUSAT3 because of its simplicity. It works by applying a negative gain Cd to the
change in magnetic field sḂE measured in the three body axes, thus creating an opposing
moment smctrl, which will dissipate energy and despin the satellite. The control law is

smctrl = −Cd
sḂE (7.1)

This control law only requires a three axis magnetometer in order to find the derivative of
the magnetic field and a constant gain. The three elements in the magnetic moment vector
smctrl applies directly to the x-, y- and z-axis magnetorquer coils. The control law causes
the satellite to follow the Earth’s magnetic field and thus reduces the angular velocity to
approximately two revolutions per orbit. A modified control law is used, because of the
magnetic moment from the permanent magnet smpm. This control law is stated in [76] and
defined as

smctrl = −Cd
sḂE + smpm (7.2)

which gives the control torque sNctrl defined as
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sNctrl =
(
−Cd

sḂE + smpm
)
× sBE (7.3)

According to e.g. [76], the change in magnetic field can be approximated with (Rotation of
vectors v with quaternions are written as A(q)v):

sḂE = sBE ×
sω + A

( s
eq

) eḂE ≈
sBE ×

sω (7.4)

if assuming that the change in magnetic field, caused by a changing orbit position, is neg-
ligible compared to the change caused by a rotating satellite (rotating with the angular ve-
locity sω). This means that it is accepted that a detumbled satellite will follow the Earths
magnetic field and thus rotate with approximately two revolutions per orbit (0.12 [deg/s]),
corresponding to the change in magnetic field direction.

Lyapunov’s direct method (see e.g. [76]) is used in the following to verify that the proposed
control law in Eq. (7.2) does dissipate energy and despins the satellite. An energy function
Etot = Ekin + Epot is used as Lyapunov candidate function where disturbance torques have
been neglected. The kinetic energy of the satellite Ekin is a function of the angular velocity
of the satellite and is defined as

Ekin(sω) =
1
2

sωT sIsat
sω (7.5)

and the magnetic potential energy of the satellite Epot caused by the dipole permanent mag-
net is defined as [36]

Epot(θbpm) = ||smpm||||
sBE || −

smT
pm

sBE = ||smpm||||
sBE ||

(
1 − cos(θbpm)

)
(7.6)

if the magnetic field given in the ECEF does not change direction and strength. A change
during the orbit does occur, but this change is considered negligible as already mentioned.
θbpm is the angle between the local geomagnetic field vector and the magnetic moment
vector and Eq. (7.6) was also presented in Section 3.3. This gives a total energy which is
equal to

Etot(sω, θbpm) =
1
2

sωT sIsat
sω + ||smpm||||

sBE ||
(
1 − cos(θbpm)

)
(7.7)

This Lyapunov function is positive definite and the equations of the system have an equilib-
rium point at sω = 0 and θbpm = 0, where the Lyapunov function is 0.

Etot(0, 0) = 0 (7.8)

Etot(sω, θbpm) > 0 ∀sω , 0,∀θbpm , 0 (7.9)

Actually the equations of the system have an unstable equilibrium at θbpm = 180, because
the permanent magnet works like a compass needle. However, as with the inverted pendu-
lum, it will not stay in this position.
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The derivative of Etot is (for ||sBE || assumed to be constant1):

Ėtot(sω, θbpm) ≈
1
2

sωT sIsat
sω̇ +

1
2

sω̇T sIsat
sω − smT

pm
sḂE =s ωT sNctrl −

smT
pm

sḂE (7.10)

Using Eq. (7.3) and (7.4) it is possible to rewrite Eq. (7.10) to:

Ėtot(sω, θbpm) = sω ·
(
−Cd

sḂE + smpm
)
× sBE −

smT
pm

sḂE

=
(
−Cd

sḂE + smpm
)
· sBE ×

sω − smT
pm

sḂE

= −Cd
sḂT

E
sḂE + smT

pm
sḂE −

smT
pm

sḂE

= −Cd
sḂT

E
sḂE

= −Cd
(sBE ×

sω
)T ( sBE ×

sω
)

= −Cd
sωT S(sBE)T S(sBE) sω (7.11)

where:
S(·) is a skew symmetric matrix representing the cross product operator.

The matrix S(sBE)T S(sBE) is positive semidefinite, which makes the derivative of the Lya-
punov candidate function negative semidefinite as long as the control gain Cd > 0, which
indicates that the chosen control law does dissipate energy as expected, with sω = 0 and
θbpm = 0 as equilibrium point.

Using the Krasovskii-LaSalle invariance theorem, defined in [79], it is possible to prove
that this equilibrium is globally asymptotically stable. If sBE ×

sω = 0 for all t>t0, then
the vectors are either constantly parallel or sω = 0. Since sBE depends on sω and the orbit
position and sω only depends on the dynamic equation of motion. The control torque is
equal to zero if sBE and sω are parallel. Then the vectors sBE and sω will not be parallel all
the time and it is therefore possible to conclude that the largest invariant set is sω = 0 and
θbpm = 0.

It is important to notice that the detumble control law utilizes that the changing local geo-
magnetic field, measured by the satellite, changes during the polar orbit, which ensures that
angular velocities about all axes are decreased.

7.3 Implementation for AAUSAT3

A discrete B-dot filter and control law is implemented in software and the combined soft-
ware and hardware block diagram for a single SBRF axis is illustrated in Figure 7.2. The
block diagram is identical for the other two axes and the total torque generated by the mag-
netorquers is the sum of the three control torque vectors sNctrl. The direction of the magnetic
moment generated by the magnetorquer is determined by its placement in the SBRF.

1The largest change in local geomagnetic field strength is approximately (48000 [nT ] - 18000 [nT ])/0.25
[orbit]=20 [nT/s], which is assumed much less than potential changes caused by a rotating satellite.
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Magnetometer

Filter B-dot 
control law

Output 
scaling

Magnetorquer
driver 1

Magnetorquer
1

BE,meas
s

Bs

BE,est
·s ms

P

Magnetorquer
driver 2

Magnetorquer
2

Enable

Enable

Vout,1

Vout,2

Tcoil,meas

Tcoil

Nctrl
s

Saturation
P

d,sat

mpm
s

ctrl

Software
Hardware

d

E

Bs
E

Figure 7.2: Block diagram of detumble control implementation for a single axis.

Each axis has two magnetorquers for redundancy and these are enabled separately. The
magnetorquers will only be enabled with a duty-cycle of 88% to ensure periodic mea-
surement of the local geomagnetic field and actuation, see Section 3.4. The magnetorquer
drivers are given a PWM signal Pd,sat, with a limited duty-cycle between 37.5% to 62.5%.
This ensures that the voltage does not exceed ±1.25 [V] (using a 5 [V] supply, see Sub-
section 3.4.3) and thus keeps the current in the wire within a safety margin. The sampling
frequency of the magnetometer is set to 10 [Hz], which is the highest setting for the chosen
magnetometer. Additional details on sensor and actuator modeling can be found in Section
4.6 and 4.7 respectively.

The B-dot controller outputs a desired magnetic moment to be produced by the magnetor-
quers. This magnetic moment is converted to a corresponding PWM signal for the magne-
torquer drivers in the output scaling block presented in Figure 7.2. The block first calculates
the desired voltage Vdes based on the calculated control moment smctrl using Eq. (3.10) from
Section 3.4

Vdes =
smctrl Rmt

nw Amt
(7.12)

The number of windings nw and the area enclosed by the magnetorquer Amt are constant.
However, the Coil resistance Rmt is temperature dependent and the output scaling block has
therefore been prepared to accept temperature as input, which allows for estimation of Rmt.
Since it is desirable to keep the detumble controller as simple as possible, a constant tem-
perature of 30 [C◦] is given as input, to make it independent of temperature measurements.
This gives a slight deviation between the desired magnitude of the magnetic moment and
the actual magnetic moment generated by the magnetorquers and simulations are therefore
performed with actual coil temperatures of 85, 30 and -25 [C◦], see Section 7.4. The tem-
peratures 85 and -25 [C◦] are the expected worst case temperatures used during design of
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the magnetorquers2. The voltage is then converted to a PWM signal by first adding 5 [V] to
Vdes and multiplying this with 10. 0 [V] then equals 50% PWM duty-cycle, 1.25 [V] equals
62.5% PWM duty-cycle and -1.25 [V] equals 37.5% PWM duty-cycle as desired.

The filter block estimates the derivative of the Earth’s magnetic field measured in the SBRF.
This is done with a state variable filter, which acts as a high pass filter with variable cutoff

frequency. The state variable filter was also used on AAU CubeSat and AAUSAT-II and the
transfer function for the continuous filter is

Y(s)
X(s)

=
wc s

s + wc
=

wc

1 + wc s−1 (7.13)

where wc is the cutoff frequency. The discrete equivalent is found using Matlab’s c2d
function with the zero order hold method and a sampling time Ts of 0.1 [s], which gives

Y(z)
X(z)

=
wc z − wc

z − e−wc Ts
=

wc − wc z−1

1 − e−wc Ts z−1 (7.14)

Figure 7.3 illustrates the continuous and discrete state variable filter, where it is clear that a
very large wc will make the e−wc Ts term go to zero and a small wc will make the current out-
put dependent on the previous output, thus damping the effect of noise in the measurements.
wc also acts as a gain on the input.

wc

s-1

+ -
BE,meas

s BE,est
·s

Continouos �lter Discrete �lter

z-1

+-

BE,meas
s

BE,est
·s

wc

z-1
+

e-w Tc   s

Figure 7.3: Continuous and discrete state variable filter.

wc is set to 0.7 [rad/s] based on experience from AAU CubeSat and AAUSAT-II. Simu-
lations with both the continuous and discrete filter are shown in Figure 7.4 together with
numerical simulations without filtering. The measured magnetic field vector was added
with white Gaussian noise in the discrete simulations, see Section 4.6.

The simulation results from the two continuous cases are almost similar, except for a small
attenuation in the filtered signal. However, the filter property is desirable as indicated by
the two discrete simulations with sensor noise, where the numerical differentiation without

2Note that the average temperature of 30 [C◦] should be updated when a more precise value is known for
AAUSAT3
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Figure 7.4: B-dot filter simulations with a satellite angular velocity of (10,10,10) [deg/s].

filtering deviates considerably from the continous case without sensor noise, as this noise
gives spikes in the discrete differentiation.

Calculating the derivative of the magnetic field can give problems with outliers in the data.
The outliers could be caused by inconsistent sample time in the real time operating system
and possible data glitches. In the final implementation for AAUSAT3 it is therefore sug-
gested to add outlier detection and removal before the state variable filter. A method for
detection of outliers could be to save N samples back in time (moving data window) and
continously calculate the sample mean or median of the data and reject the measurement if
it is not within a certain threshold, e.g. ±3 standard deviations or a predetermined value.
More elaborate threshold selection methods are discussed in e.g. [80]. The rejected data
could then be replaced by the sample mean, the median or the previous measurement. This
means that only outliers are modified, while nominal data is left unaltered.

The B-dot controller gain Cd is set to (6000,6000,6000) based on iterative simulation. This
gain meets the requirement while keeping the power consumption low, which is also indi-
cated by the simulations presented in Section 7.4.
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7.4 Simulation Evaluation

The performance of the detumble controller is evaluated in the AAUSAT3 Matlab Simulink
simulation environment, where the system in Figure 7.2 has been added.

Figure 7.5 shows the B-dot simulation results with the chosen wc and Cd.
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Figure 7.5: B-dot simulation results with an initial angular velocity of (10,10,10) [deg/s]
and a coil temperature of 30 [C◦]. Graph 1 shows the angular velocity during
the first four orbits. Graph 2 shows the angular velocity between orbit two
and three. Graph 3 shows the angle between the sz-axis and the magnetic
field vector sBE .

The angular velocity is reduced by the B-dot controller (see Graph 1 in Figure 7.5) and
stays within (±0.3,±0.3,±0.3) [deg/s] as required (see Graph 2 in Figure 7.5). The wob-
ble causing the angular velocity to switch between positive and negative values, as shown
in Graph 1 and 2, is mostly caused by an asymmetric mass distribution, but also by the
permanent magnet. The z-axis wobbles less because the mass is symmetrically distributed
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around this axis. Graph 3 shows how the z-axis of the SBRF is pointed approximately 180
[deg] away from the Earth’s magnetic field vector, due to the permanent magnet. The angle
deviates slightly every half orbit, which is coherent with the satellite passing equator, where
the largest change in the direction of the magnetic field vector occurs.

Simulations have shown that the B-dot controller is stable up to initial angular velocities of
(500,500,500) [deg/s], which corresponds to a magnitude of 866 [deg/s]. This is more than
the required 720 [deg/s]. The sampling frequency is too slow for higher angular velocities.
However, the initial angular velocity is expected to be less than 10 [deg/s], which is much
slower than the tested limit. At the high angular velocities it is necessary to set wc high and
it has thus been multiplied with e.g. 10000, which gives a higher gain in the B-dot filter and
makes the output dependency on the previous output negligible.

The above results and simulation results at other temperatures are summarized in Table 7.1.

Simulation case Detumble time Power consumption [mW]
sω0 [deg/s] Tcoil [C◦] wc [rad/s] tdetum [orbits] Orbit 1 Orbit 2 Orbit 3 Orbit 4
(10,10,10) 85 0.7 2.75 38.4 31.5 31.4 31.3
(10,10,10) 30 0.7 2.54 39.8 32.5 32.4 32.3
(10,10,10) -25 0.7 1.77 42.1 34.1 33.9 33.9

(500,500,500) 30 7000 11.92* 109.1 109.1 109.1 109.1

Table 7.1: B-dot simulation results. Detumble time is the amount of orbits the B-dot con-
troller uses to despin the satellite from the initial angular velocity to below
(±0.3,±0.3,±0.3) [deg/s] (*in the last simulation it was set to (±0.4,±0.4,±0.4)
[deg/s]). Power consumption is the total average of all coils including coil
drivers who consume approximately 26.4 [mW].

The slowest detumbling time from (10,10,10) [deg/s] to below (±0.3,±0.3,±0.3) [deg/s] is
2.75 [orbits] and experienced when the coil temperature is highest (high temperature equals
high resistance, which gives a smaller current and a smaller magnetic moment). This is
within the requirement and the initial angular velocity corresponds to a magnitude of 17.3
[deg/s], which is slightly higher than the requirement. The satellite is detumbled within
11.92 [orbits] in the high angular velocity simulation, which is also within the requirement.
The power consumption is considered acceptable and drops when the satellite is detumbled,
but it will not go lower than 26.4 [mW], which is the power loss in the drivers.

Table 7.2 has been made by extensive simulations and gives an idea about the robustness
of the detumble controller. The detumble controller was simulated over a prolonged period
to see if it was capable of reducing the angular velocity over time with a reduced set of
magnetic actuators. The initial angular velocity in all simulations was (10,10,10) [deg/s].

Losing all coils in one axis will only make detumbling slower and the detumble controller
will even be capable of ensuring good radio communication with only a working z-axis coil.

An idea would be to accept a slower detumble time in the startup phase, by using only half
of the magnetorquer coils (there are two coils in each axis). This will potentially save the
other set of coils and drivers, if malfunctioning software accidentally burns the coils or the
drivers, by not saturating the PWM signal appropriately.
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Active actuators Number stable axes sz-axis aligned with sBE

0 1 2 3
0 +

p +*
x +

y +

z + +

xp +

yp +

zp + +

xy + +

xz + +

yz + +

xyp + +

xzp + +

yzp + +

xyz + +

xyzp + +

*The permanent magnet alone cannot dissipate energy.

Table 7.2: Angular velocity stability over time with the chosen B-dot control law in the
AAUSAT3 simulation environment. All simulations were also performed on a
mass symmetrical satellite showing similar results. x,y,z represent the three
coils and p is the permanent magnet.

7.5 Summary

The primary task of the ADCS is detumbling. A B-dot control law has been chosen for this
task and stability analysis showed that the control law does dissipate energy and detumbles
the satellite. Simulations furthermore showed that the satellite was detumbled from 10
to below ±0.3 [deg/s] in the three SBRF axes within the specified time of three orbits.
Simulations also showed that the B-dot control law, using a sample frequency of 10 [Hz] on
the magnetometer, can detumble the satellite from angular velocities of up to 866 [deg/s].

Ideas for the software implementation was given in Section 7.3, which included the recom-
mendation of adding measurement outlier detection and removal for improved robustness
and reliability.

Besides providing angular velocity stability, the B-dot controller also provides two axis
attitude stability relative to the local geomagnetic field vector, because of the permanent
magnet and has shown to be stable even in the absence of one of the three perpendicular
magnetorquer coils.

112



Chapter 8
Three Axis Attitude Stabilization with
Magnetic Actuation

According to the requirements, stated in Section 1.6, a pointing controller should be de-
signed with the purpose of tracking reference attitudes. These reference attitudes are ground
station tracking and slower maneuvers like orbit frame tracking also referred to as nadir
pointing. Nadir pointing is especially interesting, since the GPS patch antenna has to be
pointed towards the GPS satellites continuously for up to 12-15 [min] during acquisition
(cold start).

The detumble controller, designed in Chapter 7, does ensure two axis attitude stability with
respect to the local geomagnetic field vector, because of the permanent magnet acting like
a compass needle. This automatically ensures that the highest gain of the VHF (AIS) and
UHF (COM) antennas points down towards the Earth over the poles, which covers the main
mission of the satellite and pointing control or three axis attitude stabilization is therefore
not needed in the majority of the time. When needed, it can be divided into two subtasks:

• The most important task is to ensure reception of GPS signals by tracking the orbit
frame. This will also point the Camera down towards the Earth.

• A less important task is to do ground station tracking for optimized data transfer
during passes.

This chapter introduces problems associated with magnetic actuation and looks into the pos-
sibility of using nonlinear Model Predictive Control (MPC) for three axis attitude control.

8.1 Satellite Control with Magnetic Actuation

Having only magnetic actuation makes three axis attitude stabilization difficult, since the
control torque vector is constrained to lie in a plane perpendicular to the local geomagnetic
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field vector, which is illustrated in Figure 8.1.

BE

Nctrl

Figure 8.1: The local geomagnetic field vector BE and the perpendicular plane that con-
tains all the possible control torque vectors Nctrl.

This means that the satellite is only controllable in two axes at any time instant, i.e. rotation
about the two axes that are perpendicular to the local geomagnetic field is controllable
whereas the rotation about the axis parallel to the field is uncontrollable. This is also clear
by first rewriting the equation giving the control torque Nctrl as the cross product between
the magnetic moment vector of the actuators mctrl and the local geomagnetic field vector
BE .

Nctrl =mctrl × BE = S(BE)T mctrl =

 0 BE(3) −BE(2)
−BE(3) 0 BE(1)
BE(2) −BE(1) 0

 mctrl (8.1)

The skew symmetric matrix S(BE)T has rank two and thus spans�2, which makes it impos-
sible to apply a torque in arbitrary direction. However, the local geomagnetic field changes
direction during the polar orbit (or in general inclined orbits) as illustrated in Figure 3.2 in
Section 3.3, which makes the satellite three axis attitude stabilizable over time, even though
it is not three axis controllable at a single point in time. Stability of systems influenced by
an approximately periodic local geomagnetic field has been proven in e.g. [76].

Linear approaches for three axis attitude control exploiting the periodicity of the local geo-
magnetic field have seen extensive use, see e.g. [76, 81, 82, 83, 84]. However, their use are
limited to cases where it is possible to guarantee that the satellite is in close proximity of the
reference. The Ørsted satellite utilizes the long extended boom, which gives a gravity gra-
dient torque that helps the satellite stay close to the reference. The gravity gradient torque
is, however, very small for an almost mass symmetrical CubeSat. Orbit frame tracking is
achieved in [81] using a predictive horizon approach with the linearized satellite model and
a periodic approximation of the local geomagnetic field. However, this was only shown for
initial attitudes close to the reference and with the help of a momentum wheel.

Another group at Aalborg University (group 10gr832) is working on a constant gain con-
troller based on a linearized model in the reference. The focus of this thesis is therefore
devoted to the development of a globally stabilizing controller for attitude acquisition. Ex-
amples of globally stabilizing controllers for attitude acquisition with constrained magnetic
actuation are sparse. In [76] global stability is achieved both with a sliding mode control
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and an energy approach. It is also shown in [85] that conditioned state feedback can give
global stability.

Model Predictive Control (MPC) in either its linear or nonlinear form has, to the best knowl-
edge of the authors, not been attempted for three axis attitude stabilization of satellites only
controlled by magnetic actuation. MPC inherits optimality from optimal control, while pro-
viding the possibility of taking both input and output constraints into consideration in the
optimization problem. MPC also provides a flexible objective function and has in its linear
form been used for three axis attitude stabilization by e.g. [86, 81], however, not in cases
with magnetic actuation only.

In the rest of this chapter it is first shown that finite horizon linear MPC with re-linearization
can control the satellite in the case of three independent controls (thruster example) and how
this setup fails when only magnetic actuation is available. These results are then extended
to nonlinear MPC for time-varying systems, where the requirements to such a controller are
identified for the case of attitude acquisition for small satellites with magnetic actuation.
Finally, a discussion is presented on possible control solutions for AAUSAT3.

8.2 Model Predictive Control

The general idea of MPC is to solve a finite horizon optimal control problem, which may
be subjected to constraints. For this thesis the on-line based solution is described. Another
approach exist called explicit MPC, where the parameter space is divided into polyhedral
partitions, which each contains an optimal state feedback control law. Hence, controlling a
system becomes a matter of finding the optimal state feedback control law in a lookup table
[86]. The explicit MPC method will, however, not be described further is this thesis.

The main principle of MPC is illustrated in Figure 8.2, where the MPC utilize measurements
obtained from a given system, at the present time k, to predict the future dynamic behavior
of the system over a prediction horizon Np. Furthermore, a number of inputs u up to a
control horizon Nc ≤ Np are determined such that a given open-loop performance objective
is optimized.

Under the assumption that there is no disturbances or mismatch between the model and the
real system it is possible to apply all inputs obtained at time k to the system [87]. However,
this is in general not possible and hence only the first input is applied to the system. At
time k + 1 a new prediction is made over the entire prediction horizon, using measurements
obtained at time k + 1, and a new set of optimal control inputs are determined. For this
reason MPC is called receding horizon control.

For the MPC illustrated in Figure 8.2 the input u is held constant, at the value determined
for time k + Nc − 1, after the end of the control horizon. Another possibility is to set the
input to zero after the end of the control horizon or having Nc = Np.

In general, it is desirable to chose a long prediction horizon as well as a long control hori-
zon, but a long horizon will increase the computational demands to solve the optimization
problem. The complexity of the optimization problem can be reduced by choosing Nc < Np.

115



CHAPTER 8. THREE AXIS ATTITUDE STABILIZATION WITH MAGNETIC ACTUATION

Past Future

k k + 1k - 1 k + N k + Nc p

Reference

PredictedKnown

x

u

Figure 8.2: Basic principle of Model Predictive Control, where x is the state vector, u is
the control input vector, Nc is the control horizon and Np is the prediction
horizon.

An example of a linear, time invariant system is used in the following, in order to give a
more thorough description of the MPC method. The system is presented in discrete time,
which will also be the case for the remainder of this Chapter. The discrete linear time
invariant state space model is given as

xk+1 =Axk + Buk (8.2)

where:
xk is the state vector.
uk is the control input vector.

It is assumed that the state vector is measurable and C is equal to the identity matrix. Using
the system described in Eq. (8.2) it is desired to have the state track a given reference rk

using the cost function J
(
U, xk, rk

)
defined as

J
(
U, xk, rk

)
=

Np−1∑
n=0

[(
xk+n|k − rk+n

)T Q
(
xk+n|k − rk+n

)]
+

Nc−1∑
n=0

[
uT

k+nRuk+n
]

(8.3)

where:
U =

{
uk uk+1 ... uk+Nc−1

}
.

Q is the state cost matrix.
R is the input cost matrix.

Hence, for the current state xk the MPC solves the following objective function

V (xk, rk) = min
U

J
(
U, xk, rk

)
(8.4)

subjected to

xk|k = xk (8.5)

xk+n+1|k = Axk+n|k + Buk+n, n = 0, 1, ...,Np − 1 (8.6)

116



CHAPTER 8. THREE AXIS ATTITUDE STABILIZATION WITH MAGNETIC ACTUATION

The Q and R matrices are tuning parameters just like in a LQ control problem. If Q is
positive semidefinite and R is positive definite, then it is possible to guarantee existence and
uniqueness of a solution to the optimal control problem [88].

One of the key advantages of MPC is that it is relatively easy to include constraints into
the optimization problem. In general, most systems have a constraint on the input, e.g. a
maximum current of 1 [A]. There may even be constraint in the rate of change for the input,
e.g. a valve can not be opened instantaneously. It is also common to have constraints on
the states and the output. By including the previous mentioned constraints, the objective
function is then subjected to

xk|k = xk (8.7)

xk+n+1|k = Axk+n|k + Buk+n, n = 0, 1, ...,Np − 1 (8.8)

∆uk+n = uk+n − uk+n−1, n = 0, 1, ...,N − 1 (8.9)

∆umin ≤ ∆uk+n ≤ ∆umax, n = 0, 1, ...,N − 1 (8.10)

umin ≤ uk+n ≤ umax, n = 0, 1, ...,N − 1 (8.11)

xmin ≤ xk+n|k ≤ xmax, n = 1, ...,N (8.12)

Subjected to constraints, the optimal control problem may be infeasible. It is possible to
overcome this by introducing slack variables in the constraints, making them soft (soft con-
straints), or by penalizing undesired behavior using the state cost matrix Q and the input
cost matrix R.

When looking at stability it is possible to state that feasibility implies stability in an infinite
horizon control problem. This is, however, not the case for a finite horizon control prob-
lem, as optimality within the finite horizon does not necessarily imply stability, since each
optimization does not care about the time after the prediction horizon, which could bring
the state into a position where it is not possible to stabilize the system. In [88, 89, 87] it
is shown how a terminal equality constraint (xk+Np |k − rk+Np = 0) can ensure stability of
the finite horizon control problem, when assuming that this terminal constraint can be met
within the finite horizon. It is also shown how this can be relaxed by a terminal constrained
set (terminal region) and a terminal cost. Adding the terminal cost matrix P to the cost
function gives

J
(
U, xk, rk

)
=

Np−1∑
n=0

[(
xk+n|k − rk+n

)T Q
(
xk+n|k − rk+n

)]
+

Nc−1∑
n=0

[
uT

k+nRuk+n
]

+
(
xT

k+Np |k − rk+Np

)T
P

(
xk+Np |k − rk+Np

)T
(8.13)

The last term in the cost function is an approximation of the cost from Np to∞, which makes
the cost function approximate the cost function in the infinite horizon control problem.
This term must be chosen appropriately to ensure stability of the closed loop system and a
procedure for finding P is given in [89]. Although the terminal constraint is able to stabilize
a given system it may still be undesirable as optimization problems are often easier to solve
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if they only have constraints on the input. Fortunately, [88] has shown that it is possible
to ensure that a sufficiently large terminal cost implicitly satisfies the terminal constraint in
some cases.

Linear MPC is a widely use control method, especially within the process industry, however,
many systems are nonlinear [87, 89]. The main difference between linear and nonlinear
MPC is that convexity is ensured for liner MPC, which is not the case for nonlinear MPC.
Non-convex problems are difficult to solve and it is even more difficult to anticipate how
long an optimization step will take to complete. Finally, if a solution is found, it may only
be suboptimal [89]. Another issue is that system-theoretic properties of nonlinear MPC,
such as stability, is hard to guarantee, whereas the subject is well addressed within linear
MPC theory [87].

A common way to overcome the problems of convexity and stability issues, associated with
nonlinear MPC, is to re-linearize the nonlinear system model in each operating point and
use the linearized model inside the prediction horizon [89].

8.3 Linear MPC with Re-Linearization

Linear MPC with re-linearization utilize a linearization of the nonlinear model in the work-
ing point to propagate the state vector xk, measured at time k, to the next time instant k + 1
using the control input solution uk to the optimization problem found using linear MPC.
At each time step the nonlinear model is linearized around the measured state vector. The
linearized model is then used in the linear MPC to find a solution to the given optimization
problem using the current measured state vector as the initial state.

The state vector used in the linear system only contains the vector part of the quaternion,
which was also the case in Section 6.1.

xk =
[

c
iq

T
1:3,k

cωT
k

]T
(8.14)

Where:
c
iq1:3,k is the vector part of the quaternion representing the rotation from the ECI to the
CRF.
cωk is the angular velocity of the CRF relative to the ECI, given in the CRF.

This means that the quaternion state is propagated by addition and not quaternion multipli-
cation, which is valid as long as Np and Ts are small and the system dynamic is slow (small
angular velocities). Finally the permanent magnet is removed from the system as the torque,
originating from the permanent magnet, can easily be compensated for in the controller.

The linearized discrete time-invariant state space model for AAUSAT3 is given as (all states
are measurable)

xk+1 =Axk + Buk (8.15)

The state transition matrix for the discrete time system A is given as an approximated dis-
cretization, where A ≈ 1 + AcTs and the linearized continuous time model is derived in
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Appendix G and summarized here

Ac(t) =

[
−S(cω̄(t)) 1

2 13x3
03x3

cI−1
sat[S(cIsat

cω̄(t)) − S(cω̄(t))cIsat]

]
(8.16)

where:
cω̄(t) is the working point (nominal) angular velocity of CRF relative to the ECI,
given in the CRF.
13x3 is a 3x3 identity matrix.
cIsat is the inertia matrix of the satellite given in the CRF.

8.3.1 Unconstrained Satellite Attitude Acquisition using Thrusters

In the following a linear MPC with re-linearization is implemented in the Matlab Simulink
simulation environment made for AAUSAT3 (see Chapter 4), which is able to ensure atti-
tude acquisition when the satellite actuators have full controllability at any time instance.
Full controllability is ensured by the use of thrusters. The reference of the satellite is given
in the ECI for simplicity of the implementation, however, the reference is easily given in
other frames as it is only a matter of rotating the reference into the desired frame.

As a linearized model is used within the linear MPC the prediction horizon Np, as well
as the sampling time Ts, must be kept small in order not to make large deviations from
the working point. As Np is maintained small the control horizon Nc is set equal to the
prediction horizon Nc = Np. For the following a prediction horizon of Np = 10 and a
sampling time of Ts = 5 [s] is chosen.

The cost function for a reference tracking controller is given in Eq. (8.13). As N = Nc = Np

it is possible to simplify Eq. (8.13) to

J
(
U, xk, rk

)
=

N−1∑
n=0

[(
xk+n|k − rk+n

)T Q
(
xk+n|k − rk+n

)
+ uT

k+nRuk+n
]

+
(
xT

k+N|k − rk+N
)T

P
(
xk+N|k − rk+N

)T (8.17)

The satellite is actuated by thrusters in this implementation and the control input is therefore
a torque given in the CRF and the input sequence is denoted U = {Nk Nk+1 ... Nk+N−1}.
This gives an input matrix B which is equal to

B =

[
03x3
cI−1

sat

]
(8.18)

The optimization problem V (xk, rk) is given as

V (xk, rk) = min
U

J
(
U, xk, rk

)
(8.19)

subjected to

xk|k =
[

c
iq̄

T
1:3,k

cω̄T
k

]T
(8.20)

xk+n+1|k = Axk+n|k + Buk+n, n = 0, 1, ...,Np − 1 (8.21)
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The implementation of the linear MPC with re-linearization using thrusters for actuation is
located in the Matlab file mpc_relin_sdp.m on the appended CD. The previous mentioned
Matlab file can be tested using the Matlab Simulink file NMPC_N.mdl, which is also found
on the appended CD. The implementation is based on the following procedure:

1. Setup initial parameters: Initial parameters such as the cost matrices Q, R and P,
the horizon N, the sampling time Ts and the Inertia matrix cIsat must be chosen.

2. Obtain initial states: The initial state vector, for the given implementation, is mea-

sured in the SBRF and rotated to the CRF: xk|k =

[(
s
iqk ⊗

c
sq

)T

1−3

(
A

( c
sq

)sωk
)T

]T
.

3. Set the tracking reference: The tracking reference is given in the SBRF and rotated

to the CRF: rk|k =

[(
s
iqk,re f ⊗

c
sq

)T

1−3

(
A

( c
sq

)sωre f
)T

]T
.

4. Linearize nonlinear model in working point: The continuous time system model
Ac is linearized in the working point, where Ac is given in Eq. (8.16).

5. Setup optimization solver: The implementation relies on the YALMIP1 toolbox for
Matlab. As the optimization problem, given in Eq. (8.19), is a quadratic optimization
problem, the solvesdp function is setup to use quadprog as solver.

6. Setup optimization variables: The solvesdp function uses its own set of variables,
which is constructed using the sdpvar function. The implementation relies on the
input parameter U given as U = {cNk

cNk+1 ... cNk+N−1}.

7. Setup cost and objective function: The cost function is constructed in accordance
with Eq. (8.17) subjected to Eq. (8.20) and (8.21), but without constraints. The
discrete time system, given in Eq. (8.21), is approximated using A ≈ 1 + AcTs.

8. Solve optimization problem: The optimization problem is solved using the solvesdp
function.

9. Apply first input: The optimal input is given in the CRF and is therefore rotated to
the SBRF sNk = A( c

sq−1)cNk. This control torque is then applied to the system.

10. Repeat 2 to 10 for next time instant k + 1

The solvesdp function, despite its name, solves a number of different programming prob-
lems, e.g. linear-, quadratic-, semidefinite- and nonlinear programming problems. The
solvesdp function essentially provides a standard interface for a number of commercial
and free solves, from which quadprog is one of them [90]. The quadprog function is Mat-
lab’s own build in optimization algorithm, which is able to solve quadratic programming
problems given in the form [91]

min
x

1
2

xtHx + cT x (8.22)

1YALMIP is a free toolbox for Matlab, which is able to solve both convex and non-convex optimization
problems using commercial and free external solvers [90].
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where:
x is a n-dimensional vector of decision variables.
H is a n × n symmetric matrix containing the coefficients of the quadratic terms in the
cost function.
c is a n-dimensional vector with the coefficients of the linear terms in the cost function.

which can be subjected to linear inequality and equality constraints

Ax ≤ b (8.23)

Ex = d (8.24)

where:
A is a m × n matrix defining the inequalities.
b is a m-dimensional vector with the right-hand-side coefficients of the inequalities.
E is a k × n matrix defining the equalities.
d is a k-dimensional vector with the right-hand-side coefficients of the equalities.

The state cost matrix Q, the input cost matrix R and the terminal cost matrix P are set to the
following values based on iterative testing (diag refers to diagonal matrix):

Q =diag [1 1 1 1000 1000 1000] (8.25)

R =diag [1 1 1] 106 (8.26)

P =diag [1 1 1 1000 1000 1000] 102 (8.27)

The input is weighted relatively high in order to simulate realistic torques and the imple-
mentation has been tested using an initial attitude set to s

iq = [1 0 0 0]T and an initial
angular velocity of sω = [1 1 1]T [

deg/s
]
. The reference attitude was set to s

iqr =

[0 0 0 1]T and the reference angular velocity was set to sωr = [0 0 0]T [
deg/s

]
.

The result is presented in Figure 8.3 and shows an example of linear MPC with re-linearization
that globally stabilizes a satellite actuated with thrusters.

Another implementation based on the method utilized in [85] has also been tested. The
method is also describe in [88], where it is referred to as a brute force method. The results
of the brute force method is nearly identical with the results obtained using the solvesdp
function from the YALMIP toolbox. However, the implementation based on the brute force
method shows better performance in terms of computation time. Preliminary studies have
shown, that the higher computation time, of the implementation using solvesdp, is caused
by the overhead required by the function. Methods to reduce the overhead are described in
the documentation for the YALMIP toolbox [90], however, this has not been investigated
further.

8.3.2 Constrained Satellite Attitude Acquisition using Magnetic Actuation

The thrusters in the above implementation are, in the following, replaced with magnetic
actuation. All the above assumptions still holds using the same horizon N = Nc = Np = 10
and sampling time Ts = 5 [s]. However, an extra assumptions is made. It is assumed that
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Figure 8.3: Performance of linear MPC with re-linearization using thrusters for actua-
tion. Graph 1 shows the Euler angles representing the rotation between the
ECI and the SBRF (attitude error). Graph 2 shows the angular velocity of
the SBRF relative to the ECI, given in the SBRF. The bottom graph shows the
control torque given in the SBRF.

the local geomagnetic field vector measured in the SBRF is constant within the horizon,
which is valid for a small N and Ts, and if the system dynamic is slow.

It is, as already mentioned, only possible to actuate in the plane perpendicular the local
geomagnetic field vector when magnetic actuation is utilized. One possibility is to design
a controller, which gives an unconstrained desired control torque Ndes and then project this
torque onto the plane, which is perpendicular to the local geomagnetic field vector. This
approach has been used in e.g. [76, 81] and is illustrated in Figure 8.4.

The possible control torque vector Nctrl can be calculated as [76]
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BE

Nctrl

Ndes

Figure 8.4: Projection of the desired control torque Ndes onto the plane perpendicular
to the local geomagnetic field vector BE , giving the possible control torque
vector Nctrl.

Nctrl =S(BE)T mctrl = S(BE)T S(BE)Ndes

‖BE‖
2

[
Am2

]
(8.28)

where:
S(·) is a skew symmetric matrix.
mctrl is the control magnetic moment vector to be applied to the magnetorquers.

The above mentioned property can easily be incorporated as a constraint in MPC, which is
one on the main advantages of MPC. The optimization problem given in Eq. (8.19) is thus
furthermore subjected to

cBE ·
c uk+n = 0, n = 0, 1, ...,N − 1 (8.29)

cumin ≤
cuk+n ≤

cumax, n = 0, 1, ...,N − 1 (8.30)

where:
umin and umax are the lower and upper bound on the control input.

Notice that the control input is given as a magnetic moment, hence cumin = cmctrl,min,
cuk+n = cmctrl,k+n and cumax = cmctrl,max. The equality constraint given in Eq. (8.29)
ensures that the control input cmctrl,k+n is always perpendicular on cBE , which is also the
most power optimal input.

The previous mentioned implementation has been simulated using the same parameters as
for the unconstrained satellite, however, the objective function, given in Eq. (8.19), was
furthermore subjected to the constraints given in Eq. (8.29) and (8.30). The results of
the simulation showed that the controller were not able to stabilize the satellite, which is
expected as the satellite is only controllable around two axes at a time instant. However, as
mentioned in Section 8.1 it is possible to stabilize the satellite using the periodicity of the
geomagnetic field.

In order to take advantage of the periodicity of the geomagnetic field it is clear that a longer
horizon, of preferably an entire orbit, is needed. The re-linearization approach can hence not
be utilized as the assumption of a small horizon is invalid. This means that the assumption of
a constant geomagnetic field within the horizon is also invalid and that nonlinear MPC with
a time varying geomagnetic field within the horizon is necessary to ensure global attitude
acquisition using magnetic actuation.
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8.4 Nonlinear MPC with Time Varying Magnetic Field

The following presents an implementation of a nonlinear MPC with a time varying geo-
magnetic field, which has been implemented in the Matlab Simulink simulation environ-
ment made for AAUSAT3 (see Chapter 4). The objective of the implementation is to ensure
attitude acquisition for a satellite using magnetic actuation only.

For the nonlinear MPC implementation the full state is utilized

xk =
[

c
iq

T
k

cωT
k

]T
(8.31)

The discrete nonlinear time varying model for the satellite is given as (all states are measur-
able)

xk+1 = Akxk + Bkuk (8.32)

The discrete nonlinear time varying model is approximated using A ≈ 1 + AcTs, where
the continuous nonlinear time varying model Ac is derived in Appendix C and presented in
matrix form here

Ac =

[1
2Ω(cω(t)) 04×3

03×4 −cI−1
satS(cω(t))cIsat

]
(8.33)

where:
Ω(cω(t)) is a 4 × 4 skew symmetric matrix, defined in Eq. (C.10).

The discrete time varying input matrix Bk is given as

Bk =

[
04×3

cIT
satS(cBE,k)T

]
(8.34)

The determination of the time varying geomagnetic field requires the information saved
in the Two Line Element (TLE) format. The TLE used in the implementation is taken
from AAUSAT-II, which is expected to have similar properties and orbital parameters as
AAUSAT3 (see Section 1.4). The TLE is utilized in the Simplified General Perturbation
(SGP4) algorithm to obtain the position of the satellite. The SGP4 algorithm is implemented
in the C-file sgp4m.c, located on the appended CD, and returns the position of the satellite
given in the ECI. The calculation of the geomagnetic field is then performed using the
International Geomagnetic Reference Model (IGRF). The IGRF is implemented in the C-
file igrfm.c and is located on the appended CD.

The cost function of the nonlinear MPC implementation is the same as for the linear MPC
implementation given in Eq. (8.17), where the horizon is N = Nc = Np. The objective
function is given in Eq. (8.19) and is subjected to the constraints given in Eq. (8.29), (8.30),
(8.31) and (8.32).

The implementation of the nonlinear MPC with a time varying geomagnetic field using
magnetorquers for actuation is located in the Matlab file nmpc_constrained_sdp.m on the
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appended CD. The previous mentioned Matlab file can be tested using the Matlab Simulink
file NMPC_m.mdl, which is also found on the appended CD. The implementation is based
on the following procedure:

1. Setup initial parameters: Initial parameters such as the cost matrices Q, R and P,
the horizon N, the sampling time Ts, the Inertia matrix cIsat and the TLE must be
chosen.

2. Obtain initial states: The initial state vector, for the given implementation, is mea-

sured in the SBRF and rotated to the CRF: xk|k =

[(
s
iqk ⊗

c
sq

)T (
A

( c
sq

)sωk
)T

]T
.

3. Set the tracking reference: The tracking reference is given in the SBRF and rotated

to the CRF: rk|k =

[(
s
iqk,re f ⊗

c
sq

)T (
A

( c
sq

)sωre f
)T

]T
.

4. Setup optimization solver: The implementation relies on the YALMIP toolbox for
Matlab. As the implementation solves a constrained nonlinear optimization problem,
the solvesdp function is setup to use fmincon as solver.

5. Setup optimization variables: The solvesdp function uses its own set of variables,
which is constructed using the sdpvar function. The implementation relies on the
input parameter U, given as U = {cmk

cmk+1 ...cmk+N−1}.

6. Determine the geomagnetic field vector: The position of the satellite is obtained
with the sgp4m function and rotated into the ECEF using the eci2ecef function. The
geomagnetic field vector iBE is then calculated using the igrfm and the eci2ecef
function and finally rotated to the CRF: cBE = A( c

iq)iBE .

7. Setup cost and objective function: The cost function is constructed in accordance
with Eq. (8.17) subjected to Eq. (8.29), (8.30), (8.31) and (8.32).

8. Solve optimization problem: The optimization problem is solved using the solvesdp
function.

9. Apply first input: The optimal input is given in the CRF and is therefore rotated to
the SBRF smk = A( c

sq−1)cmk. This magnetic moment is then applied to the system
through the magnetorquers.

10. Repeat 2 to 10 for next time instant k + 1

The fmincon function is a general purpose optimization solver included in Matlab, which
is able to solve constrained nonlinear optimization problems, as mentioned in the above.
The fmincon function is able to find the minimum of a problem given as [91]

min
x

f (x) (8.35)
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where:
x is a n-dimensional vector of decision variables.
f (x) can be a nonlinear function.

which can be subjected to

Ax ≤ b (8.36)

Ex = d (8.37)

c (x) ≤ 0 (8.38)

ceq (x) = 0 (8.39)

where:
A is a n × n matrix defining the inequalities.
b is a m-dimensional vector with the right-hand-side coefficients of the inequalities.
E is a n × n matrix defining the equalities.
e is a m-dimensional vector with the right-hand-side coefficients of the equalities.
c (x) and ceq (x) are optional functions that define constraints.

The discrete approximation of the transition matrix requires a normalization of the quater-
nion in order to maintain unity, however, it is experienced that the square root operation,
used in the quaternion normalization, causes the solvesdp function in the YALMIP tool-
box to fail. The square root function is a non convex monotonically increasing function,
which causes the solvesdp function to fail due to a build-in convexity analysis. YALMIP
offers another square root function sqrtm, which do not require convexity and is solvable
using general purpose optimization solvers, such as Matlab’s fmincon function [90]. How-
ever, tests has shown that the sqrtm function causes solvesdp to crash due to an unknown
problem in the solver and hence quaternion normalization is omitted in the following in
order to test the remaining part of the implementation.

The implementation has been tested using the same parameters (initial quaternion, initial
angular velocity and reference) given in the test of the linear MPC with re-linearization.
The sample time was, however, changed to 1 [s], because of the quaternion normalization
problems. The horizon were varied from N = 2 to N = 128 to test the computation time for
one iteration k to k + 1 of the implementation. The results are presented in Table 8.1.

Horizon: Computation time: [s]
2 0.48
4 1.76
8 8.55

16 10.75
32 17.26
64 40.99
128 177.80

Table 8.1: Average computation time per iteration (mean of 10 iterations) for the im-
plemented nonlinear MPC with time varying geomagnetic field for different
horizons in Matlab on a single core Pentium 4 (2.8 [GHz], 1 [GB] RAM).

The results shows that the implementation of a nonlinear MPC with a time varying geomag-
netic field is inappropriate for use in ACS due to the computation time of large horizons.
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Simulations also shows that the solver performed only a few prediction steps before termi-
nating, indicating that it could have found a local minimum. It is important to notice that the
optimization time for a non-convex system is non-deterministic and hence the computation
time could be worse than presented in Table 8.1.

Furthermore, none of the tests were able to globally stabilize the satellite, which is expected
for a horizon considerably smaller than one orbit. Due to the large computation time it is
not possible to conclude whether or not the given implementation is able to ensure global
stability of the satellite. A larger horizon will potentially make the nonlinear MPC able to
ensure global stability, however, the complexity of the given implementation is too com-
putational demanding for use in small CubeSat sized satellites with limited computational
power, such as AAUSAT3.

Converting the problem into an explicit solution may reduce the complexity and provide a
more deterministic computation time compared to the on-line solution, however, the need
for faster optimizers seems inevitable. The optimizer may even have to be costume made, in
order to exploit the structure of the dynamic system of a satellite, to solve the optimization
problem faster.

As mentioned previously, the implementations utilize functions from YALMIP’s toolbox,
which converts the control problem to comply with the external solvers. This process gives
a large computational overhead, which should be avoided in a final implementation. Fur-
thermore the implementation relies on the full model of both SGP4 and IGRF which should
be replaced by simpler and less accurate implementations, however, the computation time
of these algorithms are much smaller than the computation time spend on the optimization.

The use of quaternion operations such as quaternion multiplication increases the complexity
considerably, hence choosing another attitude parameters may be beneficial. The scalar
part of the quaternion could alternatively be omitted in the state vector, which removes the
difficulties associate with the quaternion operations. However, this can only be used as long
as the quaternion does not deviate to much from the initial value, which is hard to guarantee
during attitude acquisition.

8.5 Summary

This chapter discussed three axis satellite attitude stabilization with magnetic actuation.
More precisely the aim was to do global attitude acquisition and investigate whether it
would be possible to use MPC in this regard.

A simulating of a linear MPC implementation using re-linearization showed attitude acqui-
sition in a case with thruster actuation, using only a horizon of 10 steps with a sample time
of 5 [s]. However, extending this to the constrained case with magnetic actuation showed
unstable behavior. Extending the horizon to utilize the periodic geomagnetic field in the
orbit was not possible, since the satellite deviates considerably from the working point used
in the linearization.
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Using a nonlinear MPC implementation with a time varying local geomagnetic field intro-
duced problems associated with nonconvex optimization and showed to be too computation-
ally demanding for reasonable sized horizons. Ideas was finally given on how to improve
the implementation.
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Chapter 9
Closure

This thesis considered a number of aspects related to satellite ADCS and in particular in
relation to the AAUSAT3 project. This chapter summarizes the results and conclusions
given in the different chapters and gives recommendations for future work.

9.1 Conclusion

The following conclusions are made on the accomplishments of this project:

• The Keplerian orbital elements, describing a satellite in orbit around the Earth, has
been presented and it was made probable that a satellite in a Low Earth Orbit (LEO)
around the Earth can be considered as a two-body problem. The dynamics of a rigid
body satellite and the disturbances effecting it have furthermore been describe, where
quaternions are the chosen attitude parameterization, because they do not suffer from
singularities.

• Different types of sensors and actuators and their advantages/disadvantages have been
discussed and the chosen sensors for AAUSAT3 are: Sun sensors, magnetometers
and angular rate gyroscopes. Two types of actuators are chosen: Magnetorquers and
a permanent magnet. The main properties for both sensors and actuators are that they
are small in size, reliable and low cost. An ADCS hardware prototype have been
produced adhering to the interface control document and the hardware redundancy
requirement. The prototype makes it possible to test the chosen sensors and actuators
and to test the developed algorithms on the chosen microcontrollers before the final
satellite flight model is made.

• A simulation environment for AAUSAT3 has been implemented in Matlab Simulink
based on previous implementations for the North Sea Observer (NSO) satellite and
AAUSAT-II. The 4th order Simplified General Perturbations (SGP4) orbit propagator,
the International Geomagnetic Reference Field (IGRF) model, the eclipse model and
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the Earth albedo model were reused from the previous implementation, however, the
IGRF model have been upgraded to the 10th generation (IGRF10). The theory of both
the eclipse and the Earth albedo model have been described and it was argued that the
complexity of the Earth albedo model should be reduced for implementation on the
satellite. Sensor and actuator models for AAUSAT3 have additionally been derived
and implemented in the simulation environment. The implementations are gathered
in a Simulink library providing reusable blocks and high degree of flexibility, which
makes the library usable for future satellites as well.

• The SVD-method solving Wahba’s problem, the Extended Kalman Filter (EKF) and
the Unscented Kalman Filter (UKF) have been described. Focus have been put in
making an UKF implementation for AAUSAT3, where the SVD-method have been
utilized to give the UKF a good attitude start guess and it was argued that the SVD-
method additionally could be utilized for sanity checks of the UKF. Four ADS imple-
mentations were made for AAUSAT3: SVD-method, UKF without bias estimation,
UKF with bias estimation and UKF with bias estimation and without the rotation from
the Satellite Body Reference Frame (SBRF) to the Control Reference Frame (CRF).
It have been shown that bias estimation is important and that inertia estimation is un-
necessary for small symmetrically shaped satellites. Furthermore, it was shown that
omitting rotations from the SBRF to the CRF did not reduce the computation time
significantly, however, it have been shown that it is possible to reduce the compu-
tation time considerable, by reducing the number of Runge Kutta substeps, without
considerable loss of accuracy. Simulations showed that an accuracy of approximately
±4

[
deg

]
outside eclipse and approximately ±9

[
deg

]
in eclipse can be expected with

the low cost of the shelf sensor setup chosen for AAUSAT3.

• The implementation of a B-dot controller has been presented with focus on the im-
plementation method and a stability analysis. Simulations showed that the satellite
could be detumbled from 10

[
deg/s

]
to below ±0.3

[
deg/s

]
within three orbits. It

have furthermore been shown that the satellite can be detumble from angular veloci-
ties of up to 866

[
deg/s

]
and that full detumbling is ensured even in the absence of

one of the three perpendicular magnetorquer coils. Having a permanent magnet also
ensures two axis attitude stability relative to the local geomagnetic field vector. This
will ensure that the highest gain of the antennas are automatically pointed downwards
at the North Pole, but also over Greenland and Aalborg.

• Different approaches for three axis stabilization using magnetic actuation have briefly
been discussed and it was decided that Model Predictive Control (MPC) should be
investigated as a possibility for attitude acquisition. A general introduction of the
MPC method have therefore been given, followed by a linear MPC implementation
with re-linearization. Simulations showed that linear MPC with re-linearization is
able to globally stabilize the satellite with thrusters as actuation, however, when the
constraints of magnetic actuation is introduced (torques can only be produced per-
pendicular to the local geomagnetic field) it have not been possible to obtain stability
with a short prediction horizon. Ideas for a nonlinear MPC implementation using
the periodicity of the geomagnetic field have therefore been presented, but working
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with optimization of nonlinear cost functions have proven difficult. The quaternion
multiplication, used in the propagation of the quaternion, in the cost function when
comparing the state with the reference and in the rotations of the geomagnetic field,
significantly increases the complexity of the optimization problem.

The ADCS can, as a concluding remark, detumble the satellite, provide two axis attitude
stability relative to the local geomagnetic field and determine the attitude of the satellite.
Another group have additionally developed a linear controller for attitude tracking, however,
work is still required before global attitude acquisition, addressed in this thesis, is achieved
and all requirements are met.

9.2 Recommendations

The following recommendations are made based on the experiences gained through this
project:

• Nonlinear MPC for satellites with magnetic actuation can ensure global 3-axis stabil-
ity if a long horizon of e.g. one orbit is used, since this will incorporate the periodicity
of the geomagnetic field in the optimization problem. However, the complexity of the
optimization problem requires faster solvers or faster microcontrollers. Satellites re-
lying completely on high pointing accuracy should consider using magnetic actuation
supported by momentum wheels or a single spin wheel as done in e.g. [81]. Alterna-
tively another control method could be used such as static attitude and rate feedback,
which can, according to [85], ensure global stability. It can be questioned whether
the requirements for the ADCS are too strict compared to the AAUSAT3 mission and
that the requirements could be relaxed, since a maneuver like ground station tracking
can be problematic with only magnetic actuation.

• Matlab and Simulink are excellent tools for simulating dynamic systems. However,
the main disadvantage of using Matlab and Simulink is that two implementations
must be made: One for simulation and one for the microcontroller onboard the satel-
lite. Matlab fortunately includes a function, which converts Matlab files into C-files.
This function could be used when implementing the Matlab code on AAUSAT3, how-
ever, some of the algorithms have already been written in C-code. Alternatively al-
gorithms should only be written in e.g. C-code and tested directly on the ADCS
microcontrollers. Tests could hence be performed using a “hardware in the loop” ap-
proach, where the ADCS related algorithms are running on the actual hardware and
the satellite environment is simulated in Matlab. An advantage of this approach is
that errors caused by the numerical precision is discovered earlier.
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Appendix A
Quaternions Defined and Quaternion
Algebra

Quaternions are well suited as rotation operators and eases the deviation of the kinematic
equations of the satellite. This Appendix presents quaternion definitions and some of its
fundamental algebraic properties. The Appendix is based on [38] and proofs have been
omitted, but can be found in this source.

A.1 Definitions

The quaternion q is a hyper complex number composed of a scalar q4 and a vector q1:3,
with components spanning �3.

q =

[
q1:3
q4

]
= iq1 + jq2 + kq3 + q4 (A.1)

The quaternion parameters can also be written (q1, q2, q3, q4). It is an element of �4 and
mathematically not defined in ordinary linear algebra. The hyper imaginary numbers i, j
and k must satisfy the following conditions

i2 = j2 = k2 = ijk = −1

ij = k = −ji
jk = i = −kj
ki = j = −ik (A.2)

also named the special products (not dot products). The complex conjugate of the quater-
nion is equal to
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q∗ = (−q1:3 + q4) = −iq1 − jq2 − kq3 + q4 (A.3)

The norm (sometimes called length) of the quaternion is a scalar defined as

|q| =
√

q∗q =

√
q2

1 + q2
2 + q2

3 + q2
4 (A.4)

A.2 Addition and Multiplication

Addition of quaternions follow the associative and commutative laws and the sum is given
by adding the corresponding components as

q + p = i(q1 + p1) + j(q2 + p2) + k(q3 + p3) + (q4 + p4) (A.5)

It is more complicated to calculate the quaternion product. The commutative law does not
apply and the conditions stated in A.2 must be satisfied. Multiplying two quaternions q and
p gives1

q ⊗ p =(iq1 + jq2 + kq3 + q4)(ip1 + jp2 + kp3 + q4)

=i2q1 p1 + ijq1 p2 + ikq1 p3 + iq1 p4

+ jiq2 p1 + j2q2 p2 + jkq2 p3 + jq2 p4

+ kiq3 p1 + kjq3 p2 + k2q3 p3 + kq3 p4

+ iq4 p1 + jq4 p2 + kq4 p3 + q4 p4 (A.6)

By using the defined special products in Eq. (A.2) and rearranging terms, Eq. (A.6) can be
rewritten to

q ⊗ p =iq1 p4 − jq1 p3 + kq1 p2 − q1 p1

iq2 p3 + jq2 p4 − kq2 p1 − q2 p2

− iq3 p2 + jq3 p1 + kq3 p4 − q3 p3

iq4 p1 + jq4 p2 + kq4 p3 + q4 p4 (A.7)

and using the algebra of matrices and Eq. (A.7), the quaternion product can be put in the
following form

1⊗ is used as a symbol for quaternion multiplication.
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q ⊗ p =r = ir1 + jr2 + kr3 + r4

r1 =q1 p4 + q2 p3 − q3 p2 + q4 p1

r2 = − q1 p3 + q2 p4 + q3 p1 + q4 p2

r3 =q1 p2 − q2 p1 + q3 p4 + q4 p3

r4 = − q1 p1 − q2 p2 − q3 p3 + q4 p4
r1
r2
r3
r4

 =


p4 p3 −p2 p1
−p3 p4 p1 p2
p2 −p1 p4 p3
−p1 −p2 −p3 p4



q1
q2
q3
q4

 (A.8)

The matrix notation in Eq. (A.8) can be used to calculate the quaternion product.

A.3 Quaternion Inverse

The inverse of a quaternion is equal to

q−1 =
q∗

|q|2
(A.9)

If q is a unit or normalized quaternion, the inverse in Eq. (A.9) becomes

q−1 = q∗ (A.10)

A.4 Rotation of Vectors and Reference Frames

For any unit or normalized quaternion (|q| = 1) the quaternion is defined as

q = q1:3 + q4 = usin
(
θ

2

)
+ cos

(
θ

2

)
(A.11)

where u is a unit vector |u| = 1⇒ u2
1 + u2

2 + u2
3 = 1. For any unit quaternion q, a rotation of

any vector v in �3 can be calculated as

w = q ⊗ ν ⊗ q∗ (A.12)
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which is a rotation of ν =
[
vT 0

]T
to w through an angle of θ about q1:3 as the axis of

rotation. A rotation of the reference frame relative to the vector v through an angle of θ
about q1:3 as the axis of rotation is

w = q∗ ⊗ ν ⊗ q (A.13)

A.5 Quaternion Error

For control purposes the quaternion qerr that rotates the body axes to the reference attitude
can be calculated as [1]

qerr = q−1
est ⊗ qre f =


q4,re f q3,re f −q2,re f q1,re f

−q3,re f q4,re f q1,re f q2,re f

q2,re f −q1,re f q4,re f q3,re f

−q1,re f −q2,re f −q3,re f q4,re f



−q1,est

−q2,est

−q3,est

q4,est

 (A.14)

where qest is the estimated attitude quaternion and qre f is the attitude reference quaternion.
qerr = i0 + j0 + k0 + 1 means that qest and qre f are equal.
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Appendix B
Inertia Calculation

This appendix presents the calculation of the inertia of AAUSAT3. Some assumptions are
made in order to simplify calculations and the calculated inertia should hence be replaced by
more accurate values, from e.g. the program AutoCAD Inventor, when the satellite design
is completed. The Center of Mass (CoM) as well as the combined mass of AAUSAT3 are
also calculated in this appendix.

B.1 Inertia Calculation Procedure

To simplify the calculation of the inertia for AAUSAT3, all parts of the satellite is modeled
as simple geometric objects, such as solid rectangular cuboid and solid cylinders, with a
homogeneous mass distribution, i.e. all the parts have CoM in the Geometric center of
Mass (GoM) . The inertia is hence calculated using the following procedure:

1. Calculate CoM for each part of the satellite.

2. Calculate inertia for each part of the satellite.

3. Calculate the combined CoM of the satellite.

4. Calculate the combined inertia of the satellite.

The inertia must be calculated for each principle axis of an object. For the solid rectangular
cuboid, the inertia around one axis going through the CoM is [36]

Ix,cu =
1
12

mcu
(
l2y,cu + l2z,cu

) [
kgm2

]
(B.1)

Iy,cu =
1
12

mcu
(
l2x,cu + l2z,cu

) [
kgm2

]
(B.2)

Iz,cu =
1
12

mcu
(
l2x,cu + l2y,cu

) [
kgm2

]
(B.3)
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where:
Ix,cu is the inertia around the x-axis of the solid rectangular cuboid.
mcu is the mass of the solid rectangular cuboid.
lx,cu is the length of the solid rectangular cuboid along the x-axis.

The inertia of a cylinder is dependent of the axis under consideration. The inertia about the
center axis, going through the CoM, is given by Eq. (B.4), while the other axes, also going
through the CoM, are given by Eq. (B.5) [36].

Iz,cy =
mcyr2

cy

2

[
kgm2

]
(B.4)

Ix,cy = Iy,cy =
1

12
mcy

(
3r2

cy + h2
cy

) [
kgm2

]
(B.5)

Where:
Iz,cy is the inertia around the z-axis of the cylinder.
mcy is the mass of the cylinder.
rcy is the radius of the cylinder.
hcy is the height of the cylinder.

The combined CoM for the AAUSAT3 satellite is found as [36]

rcms =

∑
i

mob j,ircmo,i∑
i

mob j,i

[m] (B.6)

where:
rcms is a vector to the combined CoM for the satellite.
mob j,i is the mass of the ith object under consideration.
rcmo,i is a vector from the origin of a given reference frame to the CoM for the ith
object.

By using the parallel-axis theorem, which states that the inertia of a rigid body about any
axis parallel to the axis through the body’s CoM is given by Eq. (B.7) [36], it is possible to
calculate the combined inertia of the satellite.

Isat =
∑

i

Iob j,i + mob j,ir2
ob j,i

[
kgm2

]
(B.7)

Where:
Isat is the combined inertia of the satellite.
Iob j,i is the inertia of the ith object.
mob j,i is the mass of the ith object.
rob j,i is distance for each axis through the satellite’s CoM to each axis through the ith
object’s CoM.

B.2 The Mechanical Structure of AAUSAT3

The following presents the mechanical structure of AAUSAT3. It is important to point out
that the presented mechanical structure may not be completely in accordance with the actual
design, however, it is a reasonable close approximation.
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Both the Printed Circuit Boards (PCB), the frame, the antennas, the batteries and the side
plates (including the magnetorquers for three of the side plates) are included in the calcula-
tion of the inertia. The PCBs are placed in the center of the satellite along the x- and y-axis
of the SBRF, while the positions along the z-axis are presented in Figure B.1.

Antenna

GPS

ADCS

FPGA

AIS

UHF

EPS
Batteries

10 mm

0 mm

37 mm

51 mm

63 mm

75 mm

87 mm

110 mm

32 mm

102 mm

Figure B.1: Position of the antenna, the PCBs and the batteries in the stack relative to
the z-axis of the SBRF.

The frame of the satellite is divided into 12 pieces. The 12 pieces are furthermore divided
into three types. The type of the frame part is defined by whether the longest side lies along
the x-, y- or z-axis (see Figure B.2). The mass of each piece is modeled as 1/12 of the mass
of the entire frame. It is also important to notice that the pieces overlaps each other in the
corners of the satellite in order to simplify calculations.

Type A1

Type A2 Type B

X

Y

Z

Figure B.2: The three types of frame parts used.

Three of the side plates each include the mass of one magnetorquer. In order to distinguish
between the side plates, a naming convention is introduced. Figure B.3 presents the naming
convention used for the six side plates of AAUSAT3.

All parts used in the calculation of the inertia are summarized i Table B.1.
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A

B

C

DE

SBRF

x

y
z

Figure B.3: Naming convention for the six sides of the AAUSAT3 satellite. The top is
marked by E, while the bottom, marked by F, is concealed. The origin of the
SBRF is marked by SBRF.

Component: Length [mm]: Width [mm]: Height [mm]: Mass
[
g
]
: Comment:

Antenna 100 100 20 403.5 -
GPS 70 46 12 22.5 Estimated
ADCS 87 87 5 50 -
FPGA 87 87 14 30 -
AIS 87 87 12 59.8 -
UHF 87 87 12 37.2 -
EPS 87 87 12 43.2 -
Battery 65 15 15 41.6 Two pieces, cylinders.
Side plate A 100 0.5 110 13.7 -
Side plate B 0.5 100 110 31.4 With magnetorquer.
Side plate C 100 0.5 110 31.4 With magnetorquer.
Side plate D 0.5 100 110 13.7 -
Side plate E 100 100 0.5 13.7 -
Side plate F 100 100 0.5 31.4 With magnetorquer.
Type 1A frame 4.5 4.5 110 7.8 Four Pieces.
Type 2A frame 4.5 100 4.5 7.8 Four Pieces.
Type B frame 100 8.5 8.5 7.8 Four Pieces.

Table B.1: Mass and size of each component on AAUSAT3 included in the inertia cal-
culation. Length, width and height are defined along the y-, x- and z-axis
respectively. The estimated antenna mass is based on an aluminum prototype,
with a large box, where the final version probably will be lighter.

B.3 Mechanical Properties of AAUSAT3

The calculation of the CoM, the Inertia cIsat, the mass and the quaternion that represents the
rotation from the SBRF to the CRF is performed in the Matlab file SatelliteInertia.m
found on the appended CD. The calculated mechanical properties are summarized in Table
B.2.

Description Value Unit
CoM: (49.07, 48.91, 42.98, ] [mm)
cIsat: (0.0017, 0.0022, 0.0022, )

[
kgm2

]
c
sq : (−0.0207, 0.7147, −0.0073, 0.6991) [−]
Mass: 957.82

[
g
]

Table B.2: Mechanical properties of AAUSAT3.
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Appendix C
Derivation of the Satellite Equations of
Motion

This appendix presents the derivation of the satellite kinematic and dynamic equations of
motion.

C.1 Satellite Kinematic Equations

The kinematic equations of motion can be expressed as a set of first order differential equa-
tions specifying the time evolution of the attitude parameters. As stated in Section 2.3 the
quaternion parameterization is chosen for the satellite kinematic analysis. This section is
based on the deviation made in [1].

Let the quaternion q(t) represent the orientation of one reference frame with respect to
another reference frame at time t. In this particular case it is the orientation of the CRF
relative to the ECI. For convenience this information has been omitted in the notation. Let
another quaternion q(t + ∆t) represent the orientation at time t + ∆t. Then

q(t + ∆t) = q(t) ⊗ q
′

(∆t) (C.1)

where the quaternion q′(∆t) represents the orientation of ĉ1, ĉ2 and ĉ3 at time t + ∆t relative
to time t. The unit vectors ĉ1, ĉ2 and ĉ3 form the CRF. As defined in Appendix A, the
quaternion q′(∆t) can be written as
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q
′

1(∆t) =uc1 sin
(
∆Φ

2

)
(C.2)

q
′

2(∆t) =uc2 sin
(
∆Φ

2

)
(C.3)

q
′

3(∆t) =uc3 sin
(
∆Φ

2

)
(C.4)

q
′

4(∆t) =cos
(
∆Φ

2

)
(C.5)

where u is the rotation axis unit vector at time t and ∆Φ is the rotation in time ∆t. Using the
quaternion product rule derived in Appendix A in Eq. (C.1) together with the definitions in
Eq. (C.2) to (C.5) gives

q(t + ∆t) =

cos
(
∆Φ

2

)
1 + sin

(
∆Φ

2

) 
0 uc3 −uc2 uc1

−uc3 0 uc1 uc2

uc2 −uc1 0 uc3

−uc1 −uc2 −uc3 0


 q(t) (C.6)

By using the following small angle theorems [1]

cos
(
∆Φ

2

)
≈1 (C.7)

sin
(
∆Φ

2

)
≈

1
2
ω∆t (C.8)

Eq. (C.6) can be rewritten to

q(t + ∆t) =

(
1 +

1
2

Ω(ω)∆t
)

q(t)

q(t + ∆t) − q(t)
∆t

=
1
2

Ω(ω)q(t) (C.9)

where Ω(ω) is the 4x4 skew symmetric matrix (t has been omitted from the notation but ω
is a function of time)

Ω(ω) =


0 ω3 −ω2 ω1
−ω3 0 ω1 ω2
ω2 −ω1 0 ω3
−ω1 −ω2 −ω3 0

 , for ω ∈ �3 (C.10)
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Letting ∆t → 0 gives

q̇(t) ≡ lim∆t→0
q(t + ∆t) − q(t)

∆t
=

1
2

Ω(ω)q(t) (C.11)

The time dependent relationship between two reference frames is described by Eq. (C.11),
which is the kinematic differential equations of the satellite. This is the same result as in
[1, 3].

C.2 Satellite Dynamic Equations

The satellite is assumed to be a rigid body without moving parts. A rigid body in space
has six degrees of freedom [3]. Three of them are rotational motion and the other three are
translational motion defined by the orbit and is not a part of this section.

The dynamic differential equations of motion of the satellite relates the time derivative of
the angular momentum and the torques applied to the satellite. In an inertial reference frame
Euler’s second law states that [3]

iL̇(t) =i Next(t) (C.12)

where iL̇ is the time derivative of the angular momentum and iNext is the external torques.
However, it is desirable to express this in the CRF, so it becomes the angular momentum
about the center of mass of the satellite. By defining a rotation matrix c

iA the angular
momentum in the CRF is

cL(t) = c
iA(t)iL(t) (C.13)

Using the product rule for differentiation gives

cL̇(t) = c
iȦ(t)iL(t) + c

iA(t)iL̇(t) (C.14)

According to [4] c
iȦ(t) = −cω(t) × c

iA(t) and substituting this into Eq. (C.14) gives

cL̇(t) = −cω(t) × c
iA(t) i

cL(t) + c
iA(t)iL̇(t) (C.15)

which, by using Eq. (C.12) and (C.13), can be rewritten to
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cL̇(t) = −cω(t) ×c L(t) +c Next(t) (C.16)

Angular momentum of a rigid body is also [3]

cL(t) = Isat
cω(t) (C.17)

where Isat is the diagonal constant inertia matrix about the CRF (the principal axes). Sub-
stituting this into Eq. (C.16) gives

Isat
cω̇(t) = −cω(t) × (Isat

cω(t)) +c Next(t)
cω̇(t) =I−1

sat[−
cω(t) × (Isat

cω(t)) +c Next(t)] (C.18)

The torques acting on the satellite are the disturbance torques cNdist(t) treated in Section 2.5
and the control torques applied by actuators cNctrl(t). The angular velocity of the CRF cω(t)
is the same ω(t) as in the kinematic equations of motion. Removing the reference frame
attachment of the variables in the notation for simplicity gives

ω̇(t) =I−1
sat[−S(ω)(Isatω(t)) + Ndist(t) + Nctrl(t)] (C.19)

where S(ω) is a skew symmetric matrix defined as1

S(ω) =

 0 −ω3 ω2
ω3 0 −ω1
−ω2 ω1 0

 , for ω ∈ �3 (C.20)

Eq. (C.19) is the dynamic differential equations of motion for the satellite.

1t has been omitted from the notation, but ω is a function of time
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Appendix D
Worst Case Disturbance

This appendix contains the worst case calculations for the gravitational, aerodynamic, radia-
tion and magnetic residual disturbances. The calculations are based on equations derived in
Section 2.5 and the vectors are defined in the SBRF, except in the calculation of the gravity
gradient torque, where the CRF is used. However, this has been omitted from the notation.

The description of each disturbance contains the used values for the different constants and
variables, the obtained result and a reference to a Matlab file, in which the result has been
obtained. All results are summarized last in this appendix.

Furthermore, a calculation of the maximum exposed area of the satellite, as seen from a
given vector pointing towards the satellite, is included in this appendix.

D.1 Maximal Exposed Area of AAUSAT3

The radiation and the aerodynamic disturbance torque depends on the exposed area of the
satellite. By assuming that the exposed area of the satellite can be seen as a plane perpen-
dicular to a vector Rp, which is parallel to the translational velocity vector of the satellite
Vsat (see Subsection 2.5.2) or parallel to a vector from the satellite to the Sun RsS (see
Subsection 2.5.3), it is possible to calculate the disturbance torques originating from these.

The above mentioned task is illustrated in Figure D.1, where PV is the projection matrix
used to project the x-, y- and z-axis of the SBRF onto the projection plane Apro j. The length
of the x-, y- and z-axis vectors are equal to the dimensions of the satellite (for AAUSAT3
they are 0.1, 0.1 and 0.11 [m] respectively). To find the projection matrix PV , it is first
necessary to find the projection matrix PR that projects the x-, y- and z-axis vectors onto the
Rp vector.

The projection matrix PR is given as [92]
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PV

Aproj

ys

Rp

ys

Asat

xs

zs

yp =

Figure D.1: Projection of a satellite onto a plane Apro j, which is perpendicular to an
incident vector Rp. The area Asat is defined by the the projected axes of the
SBRF, where the projection is performed with the matrix PV .

PR = Ap

(
AT

p Ap

)−1
AT

p

=
1∥∥∥Rp
∥∥∥2


R2

p1
Rp1Rp2 Rp1Rp3

Rp1Rp2 R2
p2

Rp2Rp3

Rp1Rp3 Rp2Rp3 R2
p3

 (D.1)

where:
Ap is a 3 × 1 matrix with Rp as column vector.
Rp1 is the first element of the vector.

The y-axis vector ys is projected as an example in Figure D.1 and the projecting of this
vector is defined as

PVys = ys − PRys

=
(
13x3 − PR

)
ys (D.2)

where:
13x3 is the identity matrix.

Hence the projection matrix PV is
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PV = 13x3 − PR

=

 1 0 0
0 1 0
0 0 1

 − 1∥∥∥Rp
∥∥∥2


R2

p1
Rp1Rp2 Rp1Rp3

Rp1Rp2 R2
p2

Rp2Rp3

Rp1Rp3 Rp2Rp3 R2
p3


PV

∥∥∥Rp
∥∥∥2

=

 1 0 0
0 1 0
0 0 1

 ∥∥∥Rp
∥∥∥2
−


R2

p1
Rp1Rp2 Rp1Rp3

Rp1Rp2 R2
p2

Rp2Rp3

Rp1Rp3 Rp2Rp3 R2
p3


PV =

1∥∥∥Rp
∥∥∥2


R2

p2
+ R2

p3
−Rp1Rp2 −Rp1Rp3

−Rp1Rp2 R2
p1

+ R2
p3
−Rp2Rp3

−Rp1Rp3 −Rp2Rp3 R2
p1

+ R2
p2

 (D.3)

The area of the satellite can then be calculated as the norm of the cross product’s between
the projected SBRF axis vector’s

(
xp, yp, zp

)
[92].

Asat =
∥∥∥xp × yp

∥∥∥ +
∥∥∥xp × zp

∥∥∥ +
∥∥∥yp × zp

∥∥∥ (D.4)

The maximal exposed area of AAUSAT3 is calculated to 0.0185
[
m2

]
. The calculation of

the maximal exposed area is located in both the AeroDragMax.m and the RadiationTorqueMax.m
Matlab file on the appended CD.

It is important to notice that even when the maximal area is given, the worst case calculation
may be less than the actual worst case torque due to the inertia, which may contribute
to a larger torque at another attitude. The worst case calculations are therefore based on
iterations.

D.2 Worst Case Gravitational Torque

As described in Subsection 2.5.1 the gravity gradient torque Ngg exerted on the satellite is
given as

Ngg =
3µE

‖REse‖
3

(
R̂Ese ×

(
IsatR̂Ese

))
[Nm] (D.5)

where:
REse is a vector pointing from the Earth CoM to the satellite’s CoM.
µE is the geocentric gravitational constant.
Isat is the moment of inertia tensor for the satellite.

The diagonal terms of the principal moment of inertia matrix are calculated in Appendix B.
By inserting this and a geocentric gravitational constant with a value of 3.9860·1014

[
m3/s2

]
into Equation D.5, it is possible to calculate the maximum gravitational torque.

The wost case gravity gradient torque depends on the REse vector. This vector is var-
ied in order to obtain the worst case disturbance torque, which is done in the Matlab file
GravityTorqueMax.m, included on the appended CD. Using the previous mentioned vari-
ables and constants, a torque of 0.87 [nNm] is found.
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D.3 Worst Case Aerodynamic Torque

As described in Subsection 2.5.2 the aerodynamic torque Nas exerted on a satellite is given
as

Nas = rscp × Fas [Nm] (D.6)

where:
rscp is a vector from the CoM to the Center of Pressure (CoP) of the satellite.
Fas is the aerodynamic force exerted on the satellite.

The aerodynamic force exerted on the satellite is given as

Fas = −
1
2

Caρa ‖Vsat‖
2 V̂satAsat [N] (D.7)

where:
Ca is the aerodynamic drag coefficient.
ρa is the atmospheric density.
Vsat is the translational velocity vector of the satellite.
Asat is the exposed area of the satellite.

To calculate the maximum torque, an aerodynamic drag coefficient of Ca = 2, an atmo-
spheric density of 1.454 · 10−13

[
kg/m3

]
(for an altitude of 600 [km]), a satellite velocity

of 7.56 [km/s] and a rscp = [0.0009 0.0011 0.0120]T [m] is used for the satellite. The
translational velocity vector Vsat is parallel to the outward normal vector n̂on for the maxi-
mum exposed area of the satellite (see Appendix D.1).

By inserting the above stated values into Eq. (D.7) and afterward solving Eq. (D.6), while
iterating through values of Vsat and Asat, a worst case torque of 1.65 [nNm] is found.

The calculation of the worst case aerodynamic disturbance is calculated in the Matlab file
AeroDragMax.m on the appended CD.

D.4 Worst Case Radiation Torque

As described in Subsection 2.5.3, the radiation torque exerted on the satellite Nrs is given
as

Nrs = rscp × Frs [Nm] (D.8)

where:
Frs is the solar radiation force exerted on the satellite.

The solar radiation force exerted on the satellite is given as
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Frs = CrkAsatPrm f R̂sS [N] (D.9)

where:
Crk is an dimensionless constant in the range 0 ≤ Crk ≤ 2.
Prm f is the mean momentum flux acting on the normal to the Sun’s radiation.
RsS is the vector from the satellite’s CoM to the Sun’s CoM.

A mean momentum flux of 4.5565 ·10−6
[
kg/ms2

]
is calculated using Eq. (2.16) in Subsec-

tion 2.5.3. By inserting Crk = 1.5 and the before mentioned value of the mean momentum
flux into Eq. (D.9), while iterating through values of R̂sS and Asat and afterward solving
Eq. (D.8), a maximum radiation torque of 1.36 [nNm] is found.

The procedure for calculation of the worst case radiation torque is the same as for the aero-
dynamic torque, where the vector R̂sS is parallel to the translational velocity vector n̂on .
The calculation is located in the Matlab file RadiationTorqueMax.m on the appended CD.

D.5 Worst Case Magnetic Residual Torque

As described in Subsection 2.5.4 the magnetic residual torque Nmrs is given as

Nmrs = mmms × BE [Nm] (D.10)

where:
mmms is the effective magnetic dipole moment of the satellite.
BE is the geomagnetic field vector.

The magnitude of the magnetic residual torque Nmrs is

‖Nmrs‖ = ‖mmms‖ ‖BE‖ sin (θmrB) [Nm] (D.11)

where:
θmrB is the angle between the magnetic dipole moment and the geomagnetic field
vector.

It follows from Eq. (D.11), that the maximal magnetic residual torque is exerted on AAUSAT3,
when the magnetic residual is perpendicular to the magnetic field.

A geocentric magnetic flux density of 48 000 [nT ] is used to calculate the worst case mag-
netic residual torque. This value is the expected maximal magnetic field in a altitude of
600 [km] [60].

By inserting the magnetic flux density of 48 000 [nT ] and an effective dipole moment of
0.001

[
Am2

]
(see Subsection 2.5.4) into Eq. (D.11), a maximal torque of 48 [nNm] is

found.

The calculation of the worst case magnetic residual torque is located in the Matlab file
MagneticResidualTorque.m on the appended CD.
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APPENDIX D. WORST CASE DISTURBANCE

D.6 Total Worst Case Disturbance Torque

All the disturbance torques are summarized in Table D.1.

Disturbance: Torque [nNm]:
Gravitational: 0.87
Aerodynamic: 1.65
Radiation: 1.36
Magnetic Residual: 48.00
Total: 51.88

Table D.1: Length of worst case disturbance torque for each environmental disturbance
and the total worst case disturbance torque that will affect AAUSAT3.

The calculation of the total worst case disturbance torque is located in the Matlab file
WCDTorque.m on the appended CD.
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Appendix E
Verification of Simulation Environment

This appendix presents the results of tests performed on the simulation environment for
AAUSAT3. The main purposes of these tests are to verify that no errors have been intro-
duced, under the porting of the original simulation environment made for the AAUSAT-II
and NSO satellites. More comprehensive tests could have been performed, but only small
changes have been introduced and the original simulation environment has already been
tested thoroughly by its previous developers [2, 4, 37, 45, 51, 52, 53].

The orbit for AAUSAT3 is expected to be similar to the one for AAUSAT-II and all tests in
this appendix are therefore based on an AAUSAT-II TLE from the 17. of November 2009.
All simulation files are on the appended CD.

E.1 Orbit Propagator and Ephemeris Model Test

The SGP4 orbit propagator giving the satellite position vector (ECI) and the ephemeris
models that gives position vectors for the Sun and the Moon (ECI) have been tested by
comparing their output with a simulation in a satellite tracking system called Orbitron1.

Before the output from the models can be visually compared with Orbitron, it has to be
converted to geodetic latitude and longitude. This is done by first converting the Cartesian
position vector into spherical coordinates giving what is equivalent to geocentric longitude,
colatitude and distance. 90 [deg] minus the colatitude gives the geocentric latitude. Geo-
centric latitude and distance can then be used to calculate the geodetic latitude. Figure E.1
illustrates the difference between geocentric and geodetic latitude, which is caused by the
oblateness of the Earth. Geocentric longitude is the same as geodetic longitude.

Figure E.2 shows the SGP4 and ephemeris output from the simulation in Matlab on two
maps of the World taken from Orbitron. The top image shows the satellite in its starting
position (start of the TLE) and the bottom image shows the satellite position after one orbit.
The red and blue lines are the propagated trajectory given by SGP4. Orbitron also propa-

1Can be downloaded at: http://www.softpedia.com/get/Others/Miscellaneous/Orbitron.shtml
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Figure E.1: Oblate Earth showing the difference between geocentric and geodetic lati-
tude [3].

gates the satellite trajectory and draws this data as a line, but this line is hidden under the
simulated SGP4 data, indicating a match between the orbit propagators. The white ring
illustrates the FoV of the satellite and is drawn by Orbitron.

Figure E.2: Orbitron screenshots overlaid with SGP4 and ephemeris model output. Top
image shows the satellite, the Sun and the Moon starting position and the
bottom image shows the position after the satellite has completed one orbit.

The maps are overlaid with a shadow, showing which part of the Earth, that is illuminated
by the Sun. Orbitron also shows the position of the Sun and the Moon, and the starting
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and ending positions coincide with the propagated trajectory calculated by the ephemeris
models (yellow and gray line).

The red part of the satellite trajectory indicates that the satellite was in eclipse during this
period. This information is given by the eclipse model and it also coincides with the predic-
tion from Orbitron.

It is important to notice, that no guarantee have been made to whether the output from
Orbitron is correct or not. For more rigorous tests with e.g. comparison of SGP4 and GPS
data from the Ørsted satellite see [2].

E.2 Earth Albedo Model Test

The output from the Earth albedo model is a 180x288 reflectivity matrix containing reflected
irradiance hitting the satellite. One cell corresponds to 1 [deg] latitude and 1.25 [deg]
longitude. Only the common quantity of cells within the satellites FoV and the Suns FoV
has values different from zero. Figure E.3 shows a 3D plot of the reflectivity matrix for 20
sample points evenly distributed along the orbit also shown in Figure E.2.

Figure E.3: 3D plot of the reflectivity matrix sampled at 20 points along one orbit.

As Figure E.3 indicates, there is no reflected irradiance within the part of the Earth that is
not illuminated by the Sun, illustrated with the shadow. However, the shadow in the figure
is only correctly positioned at the start of the orbit, because the Sun moves along the yellow
trajectory.

The highest amount of irradiance is obtained when the satellite and the Sun are closest to
each other near the equator. The total amount of irradiance in percentage in the 20 sample
points are calculated by summing all the cells and taking the percentage relative to the
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average solar irradiance of 1366 [W/m2] (see Subsection 2.5.3). The result is presented in
Table E.1.

Sample nr. Total irradiance [%] Sample nr. Total irradiance [%]
1 (start of orbit) 0 11 17.52

2 0 12 18.87
3 0 13 34.39
4 0 14 36.76
5 0 15 42.43
6 0.03 16 29.99
7 2.93 17 4.64
8 14.55 18 0.05
9 14.79 19 0

10 19.02 20 (end of orbit) 0

Table E.1: Total irradiance in 20 samples points along an orbit.

During the orbit up to 42.4% of the irradiance hitting the surface of the Earth is reflected
up to the satellite. Figure E.4 shows the reflected irradiance in percentage for 200 sample
points along the orbit.

Figure E.4: Reflected irradiance (gray lines) in percentage along an orbit.

E.3 Magnetic Field Model Test

The original IGRF model implementation had a maximum order of 10, but the 10th gen-
eration IGRF, for 2005-2010, has a maximum order of 13. The model implementation
was therefore updated with more coefficients. In order to test the the implementation, 12
samples of total magnetic field was taken along two orbits and compared with an online
implementation of the 10th generation IGRF [58]. The difference in total magnetic field
(geometrically the length of the magnetic field vector) is plotted with red numbers in Figure
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E.5. The contours representing total magnetic field strength has been generated with a third
program [60].

Figure E.5: Satellite trajectory (blue) and difference in total magnetic field strength at 12
sample points (red). The contours represent total magnetic field strength in
a height of 630 [km] and varies between 18 000 to 48 000 [nT ].

The difference in total magnetic field strength is summarized in Table E.2.

nr. 1 2 3 4 5 6 7 8 9 10 11 12
[nT] 4.6 -23.0 -226.2 204.5 -244.9 3.6 48.2 -64.2 -13.7 128.1 188.8 -38.3

Table E.2: Difference in total magnetic field strength in 12 samples.

There does not seem to be a pattern in the deviation and it is assumed that the difference
is caused by a difference in the implementation. However, the deviation is relatively small
compared to the magnetic field varying between 18 000 to 48 000 [nT ] and it will not be
addressed further in this thesis.

The difference in total magnetic field intensity between different orders of IGRF has been
plotted in Figure E.6, in order to be able to choose an appropriate IGRF model order for the
software on board the satellite.

The standard deviation between different model orders is presented in Table E.3.

The deviation is increasing rapidly when going below 8th order, which is also the chosen
order in [4]. The difference between a 13th and an 8th order implementation has been
plotted for 8 orbits in Figure E.7.
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Figure E.6: Difference in total magnetic field intensity between different orders of IGRF.

Order comparison 13. - 10. 13. - 9. 13. - 8. 13. - 7. 13. - 6.
Standard deviation [nT] 5.34 12.36 33.36 56.16 156.31

Table E.3: Standard deviation between the output of different model orders.

This gives a standard deviation of 36.14 [nT ] with a mean of -5.07 [nT ]. The minimum
and maximum difference in Figure E.7 is -91.8 [nT ] and 100.65 [nT ] respectively, which is
considered acceptable. It is important to remember that the 13. order implementation does
not necessarily give the correct magnetic field, due to variations that are not modeled. This
could e.g. be magnetic storms giving contributions of perhaps 1000 [nT ] and more [58].
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Figure E.7: Difference in total magnetic field intensity between 13. and 8. order IGRF.
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E.4 Equations of Motion Output and Disturbance Models Test

Simulation of 10 orbits with disturbances, an initial angular velocity of (0,0,0) [rad/s] and
no control input, gives the output shown in Figure E.8.

Figure E.8: Angular velocity in the SBRF (top), satellite attitude or orientation of the
SBRF relative to the ECI (middle) and satellite trajectory (bottom).

The angular velocity starts out in (0,0,0) [rad/s] and varies slightly due to the disturbances.
This gives an attitude that changes over time, within an interval of ±180 [deg]. It is clear,
that a satellite without control, will tumble because of disturbances. If the disturbances are
removed, the attitude does not change during all 10 orbits.
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As the bottom plot in Figure E.8 shows, 10 orbits covers most of the surface of the Earth,
giving a good representative sample space of possible disturbance magnitudes.

The gravitational disturbances on the satellite from the Earth, the Sun and the Moon are
plotted in Figure E.9.
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Figure E.9: Magnitude of disturbance torques acting on the satellite. From the Earth
(gravity gradient), the Moon, the Sun and zonal harmonics respectively.

The disturbance torques from the Sun and the Moon are approximately 108 times smaller
than the gravity gradient torque caused by the Earth and the zonal harmonics are approxi-
mately 1010 times smaller. These torques are therefore considered negligible.
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The maximum gravity gradient torque during the 10 orbits was 0.86 · 10−9 [Nm]. This is
close to and under the worst case torque of 0.87 · 10−9 [Nm], calculated in Appendix D.

The disturbance torques from the magnetic residual caused by electronics on board the
satellite, atmospheric drag and solar radiation are plotted in Figure E.10.
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Figure E.10: Magnitude of disturbance torques acting on the satellite. Magnetic residual
(top), atmospheric drag (middle) and solar radiation with eclipse indication
(bottom).

The torque caused by the magnetic residual experiences two peaks every orbit, correspond-
ing to a higher magnetic field around the poles. The maximum torque during the 10 orbits
was 50.43 · 10−9 [Nm]. This is again close to the worst case torque of 48.00 · 10−9 [Nm],
calculated in Appendix D.

The atmospheric drag the satellite experiences during the 10 orbits, gave a maximum dis-
turbance torque of 0.91 · 10−9 [Nm]. This was with an air density of 5 · 10−14 [kg/m3] for
an orbit height of approximately 630 [km] [1]. The calculated worst case atmospheric drag
is 1.65 · 10−9 [Nm], see Appendix D. There is a small deviation, but this is caused by the
fact, that the worst case was calculated in a height of 600 [km], giving a higher air density
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and thus a higher torque.

The eclipse indication shows, that there is no disturbance torque from the solar radiation,
when the satellite is in eclipse, which is expected. The maximum torque during the 10 orbits
was 1.43 ·10−9 [Nm], which is close to the worst case torque of 1.36 ·10−9 [Nm] calculation
in Appendix D.

The magnitude of the sum of the vector disturbance torques (gravity gradient, magnetic
residual, atmospheric drag and solar radiation) is plotted in Figure E.11.
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Figure E.11: Total magnitude of disturbance torques.

During the 10 orbits the maximum torque was 50.75 · 10−9 [Nm], and this torque is domi-
nated by the magnetic residual.
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Appendix F
Extended Kalman Filter for Satellite
Attitude Estimation

In this appendix the EKF theory from Chapter 5 is applied on a satellite attitude estimation
problem. This includes working with quaternions as part of the state vector, which has
advantages but also introduces problems addressed in Section 6.1.

F.1 An EKF Implementation for Attitude Estimation

The EKF implementation for attitude estimation has the quaternion representing the rotation
from the ECI to the CRF and the angular velocity of the CRF relative to the ECI as states.

x =
[

c
iq

T cωT
]T

=
[
q1 q2 q3 q4 ω1 ω2 ω3

]T (F.1)

The error state is defined as

δx =
[
δqT δωT

]T
=

[
δq1 δq2 δq3 δω1 δω2 δω3

]T (F.2)

According to [4] the continuous time Jacobian matrix F(t) for the error state can be defined
as

F(t) =

[
−S(cω̄(t)) 1

2 13x3
03x3

cI−1
sat[S(cIsat

cω̄(t)) − S(cω̄(t))cIsat]

]
(F.3)

where:
cω̄(t) is the working point (nominal) angular velocity.
13x3 is a 3x3 identity matrix.
cIsat is the inertia matrix of the satellite given in the CRF.
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This Jacobian matrix is based on a linearization of the satellite equations of motion defined
in Eq. (2.6), except for the disturbance torque, which is assumed to be zero in the Jacobian.
The deviation is also placed in Appendix G. Using the results in [4] it is also possible
to express the discrete time Jacobian measurement model for the error state as (deviation
placed in Appendix G).

Hk =

2S(cvsun,k|k−1) 03x3
2S(cvmag,k|k−1) 03x3

03x3 13x3

 (F.4)

Where:
cvsun,k|k−1 is the predicted sun vector measurement in the CRF.
cvmag,k|k−1 is the predicted magnetic field vector measurement in the CRF.

F.1.1 Inputs

The inputs to the EKF implementation are the same as those for the UKF, defined in Sub-
section 6.3.1.

F.1.2 Constants

The constants within the EKF implementation are the same as those for the UKF, defined in
Subsection 6.3.2, without the array of weights.

F.1.3 Implementation

Table F.1 presents the implemented EKF in pseudo code. Rotation of vectors v with quater-
nions are written as A(q)v and defined in Appendix A.

The steps in F.1 are similar to those in Table 6.1 in Subsection 6.3.3 and will not be futher
described here, except for step 1.3 where the discrete Jacobian of the model is found using
the discretization approximation eA·Ts ≈ 1 + A · Ts valid for small steps [93].

Simulating the quaternion EKF is left as a future task, if the satellite should have both an
EKF and an UKF implementation in the onboard software for improved robustness or if the
UKF turns out to be too computationally demanding for the chosen MCU.
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Init.:
0.1 Initialize state: xk|k =

[
( s

iq0 ⊗
c
sq)T (A( c

sq)sω0)T
]T

0.2 Save: svsun,k, svmag,k, sωk, sNctrl,k go to 2.14

Predict:
1.1 Rotate control torque: cNctrl,k−1 = A( c

sq)sNctrl,k−1

1.2 Numerical propagation: xk|k−1 = RK4(xk−1|k−1,
c Nctrl,k−1,T s, steps)

1.3 Calculate discrete Jacobian: Φk−1|k−1 = 16x6 + Ts · F(xk−1|k−1)

where F(xk−1|k−1) is defined in Eq. (F.3)

1.4 A priori error covariance: Pk|k−1 = Φk−1|k−1Pk−1|k−1Φ
T
k−1|k−1 + Q

Update:
2.1 Save: svsun,k, svmag,k, sωk, sNctrl,k

2.2 Eclipse check: If in eclipse go to 2.5, else go to 2.4

2.3 New measurement?: If new Sun vector measurement go to 2.4, else go to 2.5

2.4 Normalize and rotate: cvsun,k = A( c
sq)

svsun,k
||svsun,k ||

cvsun,k|k−1 = A( c
iqk|k−1)

ivsun,k|k−1
||ivsun,k|k−1 ||

go to 2.6

2.5 Hardcode vector: cvsun,k =c vsun,k|k−1 = [0 0 0]T

2.6 Repeat step 2.3 - 2.5: For magnetic field vectors (cvmag,k, cvmag,k|k−1)

and angular velocities (cωk, cωk|k−1)

2.7 Calculate Jacobian: Hk =

2S(cvsun,k|k−1) 03x3
2S(cvmag,k|k−1) 03x3

03x3 13x3


2.8 Calculate Kalman gain: Kk = Pk|k−1HT

k

(
HkPk|k−1HT

k + R
)−1

2.9 Calculate error state: δxk|k = Kk

(
zk − zk|k−1

)
2.10 Expand quaternion: c

iqk|k =

[
δqT

k|k

√
1 − δqT

k|k · δqk|k

]T
⊗ c

iqk|k−1

2.11 Calculate full state: xk|k =
[

c
iq

T
k|k (cωk|k−1 + δωk|k)T

]T

2.12 A posteori covariance: Pk|k =
(
16x6 −KkHk

)
Pk|k−1

2.13 Rotate and output: Output =

[(
c
iqk|k ⊗

c
sq−1

)T (
A( c

sq−1)cωk|k

)T
]T

2.14 Repeat: Go to 1.1 and iterate filter every time step Ts

Table F.1: Pseudo code for a quaternion EKF implementation.
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Appendix G
Deviation of Jacobian Matrices

The EKF implementation needs a linearized small signal version of the non-linear satellite
equations, derived in Section 2.4. The satellite equations are summarized in Equation G.1,
where the reference frame notation is omitted for simplicity1.

[
q̇(t)
ω̇(t)

]
=

[ 1
2Ω(ω(t))q(t)

I−1
sat[−S(ω(t))(Isatω(t)) + Ndist(t) + Nctrl(t)]

]
(G.1)

The kinematic and dynamic equations are linearized separately around a working point. The
linearized small signal model forms the 6x6 Jacobin matrix, used in the EKF implementa-
tion to calculate the error state.

Furthermore the Jacobin matrix of the measurement model for the error state is derived.
The deviation is based on a linearization of Eq. (G.2), where B is a measurement vector and
C(q) is a rotation matrix.

cB = c
iC(q)iB (G.2)

G.1 Linearization of Kinematic Equation

The kinematic equation for the satellite is

q̇(t) =
1
2

Ω(ω(t))q(t) (G.3)

1The quaternions represent the rotation from the ECI to the CRF and omega is the angular velocity of the
CRF relative to the ECI, given in the CRF.
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By introducing a quaternion qω(t) ≡ iω1(t) + jω2(t) + kω3(t) + 0 defined in Eq. (G.4)

q(t) ⊗ qω(t) = (iq1(t) + jq2(t) + kq3(t) + q4(t)) (iω1(t) + jω2(t) + kω3(t) + 0) (G.4)

=


0 ω3(t) −ω2(t) ω1(t)

−ω3(t) 0 ω1(t) ω2(t)
ω2(t) −ω1(t) 0 ω3(t)
−ω1(t) −ω2(t) −ω3(t) 0

︸                                       ︷︷                                       ︸
Ω(ω(t))


q1(t)
q2(t)
q3(t)
q4(t)

︸ ︷︷ ︸
q(t)

the kinematic equation can be rewritten to

q̇(t) =
1
2

q(t) ⊗ qω(t) (G.5)

The quaternion q(t) is first split in its nominal value q̄(t) (working point) and its small signal
value q̃(t). This is done in order to find the linearized small signal version of the non-linear
satellite equations that defines ˙̃q(t), which is the goal.

q(t) ≡q̄(t) ⊗ q̃(t) (G.6)

q̃(t) ≡q̄∗(t) ⊗ q(t) (G.7)

Then the time derivative of the small signal value in Eq. (G.7) is

˙̃q(t) = ˙̄q∗(t) ⊗ q(t) + q̄∗(t) ⊗ q̇(t) (G.8)

Substituting Eq. (G.5) into Eq. (G.8) gives

˙̃q(t) =
1
2

[(
q̄(t) ⊗ qω̄(t)

)∗
⊗ q(t) + q̄∗(t) ⊗

(
q(t) ⊗ qω(t)

)]
(G.9)

Substituting Eq. (G.7) into Eq. (G.9) and utilizing that q∗ω̄(t) = −qω̄(t) gives

˙̃q(t) =
1
2

[(
q̄(t) ⊗ qω̄(t)

)∗
⊗ q(t) + q̃(t) ⊗ qω(t)

]
=

1
2

[
q∗ω̄(t) ⊗ q̄∗(t) ⊗ q(t) + q̃(t) ⊗ qω(t)

]
=

1
2

[
−qω̄(t) ⊗ q̃(t) + q̃(t) ⊗ qω(t)

]
(G.10)
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Introducing the definition

qω(t) ≡qω̄(t) + qω̃(t) (G.11)

gives

˙̃q(t) =
1
2

[
−qω̄(t) ⊗ q̃(t) + q̃(t) ⊗ qω̄(t) + q̃(t) ⊗ qω̃(t)

]
= −

1
2

qω̄(t) ⊗ q̃(t) +
1
2

q̃(t) ⊗ qω̄(t) +
1
2

q̃(t) ⊗ qω̃(t) (G.12)

Eq. (G.12) can be rewritten and linearized, which is done in the following. The first part of
Eq. (G.12) can be rewritten to

−
1
2

qω̄(t) ⊗ q̃(t) = −
1
2

[
−S

(
q̃1:3(t)

)
+ q̃4(t)13x3 q̃1:3(t)

−q̃T
1:3(t) q̃4(t)

] [
ω̄(t)

0

]
= −

1
2

[
S (ω̄(t)) q̃1:3(t) + q̃4(t)13x3ω̄(t)

−q̃T
1:3(t)ω̄(t)

]
(G.13)

where

−S
(
q̃1:3(t)

)
≡

 0 q̃3(t) −q̃2(t)
−q̃3(t) 0 q̃1(t)
q̃2(t) −q̃1(t) 0

 (G.14)

and

−S
(
q̃1:3(t)

)
ω̄(t) =S (ω̄(t)) q̃1:3(t) (G.15)

The second part of Eq. (G.12) can be rewritten to

1
2

q̃(t) ⊗ qω̄(t) =
1
2

[
−S (ω̄(t)) ω̄(t)
−ω̄T (t) 0

] [
q̃1:3(t)
q̃4(t)

]
=

1
2

[
−S (ω̄(t)) q̃1:3(t) + ω̄(t)q̃4(t)

−ω̄T (t)q̃1:3(t)

]
(G.16)

By introducing the small rotation approximation

lim
rotation→0

q(t) = lim
θ→0

[
q1:3(t)
q4(t)

]
= lim

θ→0


uc1 sin

(
θ(t)
2

)
uc2 sin

(
θ(t)
2

)
uc3 sin

(
θ(t)
2

)
cos

(
θ(t)
2

)
 ≈

{
q1:3(t)→ 0
q4(t)→ 1

(G.17)
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it is possible to approximate the third part of Eq. (G.12) with

1
2

q̃(t) ⊗ qω̃(t) =
1
2

[
−S (ω̃(t)) ω̃(t)
−ω̃T (t) 0

] [
q̃1:3(t)
q̃4(t)

]
=

1
2

[
−S (ω̃(t)) q̃1:3(t) + ω̃(t)q̃4(t)

−ω̃T (t)q̃1:3(t)

]

≈
1
2

0 +

ω̃1(t)
ω̃2(t)
ω̃3(t)

 q̃4

0

 =
1
2


ω̃1(t)
ω̃2(t)
ω̃3(t)

0

 =
1
2

qω̃(t) (G.18)

Now Eq. (G.13), (G.16) and (G.18) can be substituted into Eq. (G.12) giving

˙̃q(t) ≈ −
1
2

[
S (ω̄(t)) q̃1:3(t) + q̃4(t)13x3ω̄(t)

−q̃T
1:3(t)ω̄(t)

]
+

1
2

[
−S (ω̄(t)) q̃1:3(t) + ω̄(t)q̃4(t)

−ω̄T (t)q̃1:3(t)

]
+

1
2

qω̃(t)

≈

[
−S (ω̄(t)) q̃1:3(t)

0

]
+

1
2

qω̃(t) (G.19)

G.2 Linearization of Dynamic Equation

The dynamic equation for the satellite is

ω̇(t) =I−1
sat[−S(ω(t))(Isatω(t)) + Ndist(t) + Nctrl(t)] (G.20)

Eq. (G.20) is linearized with a first order Taylor expansion, where Ndist(t) is removed
(assumed to have an expected value of zero).

ω̇(t) ≈I−1
sat[−S(ω̄(t))(Isatω̄(t)) + N̄ctrl(t)] − I−1

sat
dt

dω(t)

(
S(ω)(Isatω(t))

)∣∣∣∣
ω(t)=ω̄(t)

· ω̃(t)

+ I−1
sat

dt
dNctrl(t)

Nctrl(t)|Nctrl(t)=N̄ctrl(t) · Ñctrl(t)

≈I−1
sat[−S(ω̄(t))(Isatω̄(t)) + N̄ctrl(t)] − I−1

satS(13x3)Isatω̄(t)ω̃(t) − I−1
satS(ω̄)Isatω̃(t)

+ I−1
satÑctrl(t)

≈I−1
sat[−S(ω̄(t))(Isatω̄(t)) + N̄ctrl(t)] + I−1

sat[S(Isatω̄(t)) − S(ω̄(t))Isat]ω̃(t) + I−1
satÑctrl(t)

(G.21)

By splitting an angular velocity ω(t) in its nominal value ω̄(t) (working point) and a small
signal value ω̃(t) as shown in Eq. (G.22)

ω(t) =ω̄(t) + ω̃(t) (G.22)
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it is possible to derive the small signal dynamic equation from Eq. (G.21)

˙̃ω(t) ≈I−1
sat[S(Isatω̄(t)) − S(ω̄(t))Isat]ω̃(t) + I−1

satÑctrl(t) (G.23)

G.3 Linearized Measurement Model

A linearization of the measurement model about the a priori state estimate is necessary in
order to process the measurements in the EKF. The non-linear measurement model is

cvmag,k = c
iC(qk)ivmag,k (G.24)

where ivmag,k is the geomagnetic field vector in the ECI at time k, which is given by the
onboard IGRF model and c

iC(qk) is a rotation matrix that rotates the geomagnetic field
vector from the ECI to the CRF, which is where the sensor measurement is represented.

According to [3] it is possible to write a rotation matrix C(q) as

C(q) =
(
q2

4 − qT
1:3q1:3

)
13x3 + 2q1:3qT

1:3 − 2q4S
(
q1:3

)
(G.25)

By using the small rotation approximation defined in Eq. (G.17) is is possible to approxi-
mate Eq. (G.25) with

C(q̃) ≈13x3 − 2S
(
q̃1:3

)
C(q) =C(q̄)C(q̃)

≈C(q̄)
(
13x3 − 2S

(
q̃1:3

))
(G.26)

By substituting Eq. (G.26) into Eq. (G.24), it is possible to isolate the small signal (error)
measurement cṽmag,k =c vmag,k −

c v̄mag,k|k−1, which gives

cvmag,k ≈
c
iC(q̄k|k−1)

(
13x3 − 2S

(
q̃1:3,k

))
ivmag,k

cvmag,k ≈
(
13x3 − 2S

(
q̃1:3,k

))
cv̄mag,k|k−1

cvmag,k −
c v̄mag,k|k−1 ≈ − 2S

(
q̃1:3,k

)
cv̄mag,k|k−1

cvmag,k −
c v̄mag,k|k−1 ≈2S

(
cv̄mag,k|k−1

)
q̃1:3,k (G.27)

The vector cv̄mag,k|k−1 is the predicted magnetic field measurement in the CRF.

Eq. (G.27) is similar for the sun vector small signal (error) measurement cṽsun,k.
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G.4 Jacobian Matrices

The model Jacobian matrix F(t) for the error state is found by gathering Eq. (G.19) and
(G.23), which gives

[ ˙̃q1:3(t)
˙̃ω(t)

]
=

[
−S(ω̄(t)) 1

2 13x3
03x3 I−1

sat[S(Isatω̄(t)) − S(ω̄(t))Isat]

]
︸                                                  ︷︷                                                  ︸

F(t)

[
q̃1:3(t)
ω̃(t)

]
+

[
03x3
I−1

sat

]
Ñctrl(t) (G.28)

This corresponds to the result in [4].

The linearized small signal (error) measurement model about the a priori state estimate is
found by using the result in Eq. (G.27), which gives

z̃k =Hk

[
q̃1:3,k
ω̃k

]
=


2S

(cv̄sun,k|k−1
)

03x3
2S

(
cv̄mag,k|k−1

)
03x3

03x3 13x3

︸                       ︷︷                       ︸
Hk

[
q̃1:3,k
ω̃k

]
(G.29)

where z̃k is the small signal (error) measurement vector. Again this corresponds to the result
in [4].
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Appendix H
Interface Control Document and
Budgets

H.1 Interface Control Document

AAUSAT3 is designed as a distributed system consisting of several subsystems. These sub-
systems must communicate with each other and the hardware must be compatible. There-
fore an Interface Control Document (ICD) is made, which describes the inputs and outputs
to and from the ADCS, both software and hardware wise. The ICD is a key element in
system engineering.

H.1.1 Communication

The ADCS must provide a CAN interface to both MCU’s and use the Can Space Protocol
(CSP) [94] for communication. This communication includes:

• ADCS1 and ADCS2 control (input commands).

• GPS control (input commands).

• TLE updates for the ADCS2 (input from ground station).

• Error messages (output to LOG).

• Warnings (output to LOG).

• State transitions (output to LOG).

• Logged data such as raw sensor values, attitude estimate, residuals, control signal,
controller state and time stamp (output to ground station).
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The commands that control the ADCS is presented in Table H.1. The AVR MCU both
include ADCS1 and the GPS subsystem and the ARM MCU include the ADCS2. Individual
CSP addresses are assigned for each of the three subsystems. The ADCS board must also
provide the temperature of the board through an I2C interface to EPS.

Telecommand Description
ADCS_ON This command is sent to EPS, telling it to power

up the ADCS.
ADCS_OFF Turns off the power to ADCS.
ADCS_SET_DEFAULT_1 This command is sent to EPS, telling it which

ADCS to use for detumbling per default. 1 means
ADCS1 and 2 means ADCS2. Value saved in
EEPROM.

ADCS_TLE Command followed by a new TLE update for the
ADCS. Format TBD.

ADCS2_IDLE Switch to IDLE/SLEEP state if in STANDBY
state.

ADCS2_DETUMBLE Switch to DETUMBLE state if in IDLE,
STANDBY or POINTING state.

ADCS2_STANDBY Switch to STANDBY state if in IDLE, DETUM-
BLE, TEST or POINTING state.

ADCS2_TEST Switch to TEST state if in STANDBY state.
ADCS2_POINTING Switch to POINTING state if in DETUMBLE

state. A state switch will only occur if the angular
velocity is below a threshold.

ADCS2_POINT_REF1 Sets which reference to track. Replace 1 with the
wanted reference identifier.

ADCS2_TEST_SEQ_????_???? TBD. Values saved in EEPROM.
ADCS2_SET_DIAGNOSTICS_0 Sets a guard to 0, meaning that a diagnostics test

will not be performed during startup. Normally set
to 1, which is on. Value saved in EEPROM.

ADCS2_SET_OMEGA_HYS1_00000 Sets the angular velocity hysteresis determining
the change from DETUMBLE to POINTING
state. 0000 should be replaced by values between
TBD and TBD. Value saved in EEPROM.

ADCS2_SET_OMEGA_HYS2_00000 Sets the angular velocity hysteresis determining
the change from POINTING to DETUMBLE
state. 0000 should be replaced by values between
TBD and TBD. Value saved in EEPROM.

ADCS2_SET_OMEGA_HYS3_00000 Sets the angular velocity hysteresis determining
the change from TEST to DETUMBLE state.
0000 should be replaced by values between TBD
and TBD. Value saved in EEPROM.
continued...
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Telecommand Description
ADCS2_SAMPLE_0001 The ADCS2 samples 0001 seconds of data (re-

place 0001 with integer value between 0000-6000)
and puts it in a buffer. When done it sends the data
as telemetry. Data is raw sensor values, attitude
estimate, residuals, control signal, controller state
and time stamp.

ADCS2_SET_DETUMBLE_00000 Changes the gain of the detumble controller to
00000 (replace 00000 with value between TBD
and TBD). Value saved in EEPROM.

ADCS2_SET_ATTI_REF_5_???? Sets reference attitude 5 of the satellite to ????.
Format TBD. Value saved in EEPROM.

ADCS2_SET_ATTI_REF_6_???? Sets reference attitude 6 of the satellite to ????.
Format TBD. Value saved in EEPROM.

ADCS2_USE_MAGNETORQUER_SET_1This command determines which magnetorquer
set to use. 1 means magnetorquers without iron
core (default setting) and 2 means magnetorquers
with iron core. Value saved in EEPROM.

ADCS2_EN_DRIVER_1 Enables magnetorquer driver 1. Valid values are
1 to 9. This can be used to override decisions
made by the supervisory system to disable drivers
in case of detected faults. Value saved in EEP-
ROM.

ADCS2_DIS_DRIVER_1 Disables magnetorquer driver 1. Valid values are
1 to 9. Value saved in EEPROM.

Table H.1: Telecommands for control of the ADCS2. All commands are equivalent for
ADCS1.

Potential values to be stored in EEPROM is presented in Table H.2.

Three sets of identical variables should be kept, in order to make the system more fault
tolerant.

H.1.2 Hardware

All components must as a minimum be graded for -40 to 85 [◦C] and be able to withstand
vacuum conditions. Outgassing must be held below levels defined by the launch provider,
see e.g. standard ECSS-Q-70 [95].

A stack connector supplies the ADCS board with power, CAN interface and I2C interface
to temperature sensors. This connector is of type M20-6103245 and might be extended
in length if more power channels are needed. Table H.3 shows the stack connector pin
assignment.

173



APPENDIX H. INTERFACE CONTROL DOCUMENT AND BUDGETS

Cast Variable Default value Interval
int default_adcs 1 (ADCS1) {1, 2}
int diagnostics 1 (on) {0, 1}
float omega_hys1 TBD TBD
float omega_hys2 TBD TBD
float omega_hys3 TBD TBD
TBD detumble_ctrl_gain TBD TBD
TBD reference_attitude1 NUUK - Greenland -
TBD reference_attitude2 Aalborg - Denmark -
TBD reference_attitude3 The Earth center -
TBD reference_attitude4 The Sun -
TBD reference_attitude5 Not used -
TBD reference_attitude6 Not used -
array test_sequence - TBD
int driver1_enabled 1 (enabled) {0, 1}
int driver2_enabled 1 (enabled) {0, 1}
int driver3_enabled 1 (enabled) {0, 1}
int driver4_enabled 0 (disabled) {0, 1}
int driver5_enabled 0 (disabled) {0, 1}
int driver6_enabled 0 (disabled) {0, 1}
int driver7_enabled 0 (disabled) {0, 1}
int driver8_enabled 0 (disabled) {0, 1}
int driver9_enabled 0 (disabled) {0, 1}
int magnetorquer_set 1 {1, 2}

Table H.2: Variables stored in EEPROM to save their value during power off/on cycles.

Pin no. Name Function Comment
1 CANH CAN differential pair wire -
2 CANL CAN differential pair wire -
3 GND - -
4 GND - -
5 I2C_SCL I2C clock -
6 I2C_SDL I2C data -
7 GND - -
8 GND - -
9 SS0 3.3 [V] for temperature sensors -
10 SS1 3.3 [V] for AIS1 -
11 SS2 ? [V] for CAM -
12 SS3 3.3 [V] for AIS2 -
13 SS4 3.0 [V] for GPS Bat. supply for RTC on GPS
14 SS5 5.0 [V] for GPS -
15 SS6 5.0 [V] for AIS2 -
16 SS7 5.0 [V] for power injection to LNA Handled by AIS2 board
17 SS8 3.3 [V] for ADCS Gyro and sun sensors
18 SS9 5.0 [V] for ADCS Magnetorquers
19 SS10 3.3 [V] for ADCS -
20 SS11 3.3 [V] for UHF -
21 GND - -
22 GND - -

Table H.3: Pin assignment for stack connector.
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The ADCS board must provide an interface to the GPS module. The connector type is
M40-6205146 and Table H.4 shows the pin assignments.

Pin no. Name Function Comment
1 VCC5V_GPS 5 [V] power supply -
2 VANT_IN Antenna power Connected to 3.3 [V]
8 MULTI_FN_IO Multi function I/O Connected to AVR
11 U2TXDX UART interface 2 Connected to AVR
13 U2RXDX UART interface 2 Connected to AVR
15 TIC Clock output (sec) Not connected
19 U1TXDX UART interface 1 Connected to AVR
21 U1RXDX UART interface 1 Connected to AVR
25 P_ON_RESET Power on reset Connected to 3.3 [V]
30 GPIO7 General purpose I/O Connected to 3.3 [V]
51 VCC3V_GPS_VBAT 3.0 [V] ext. battery supply Not mandatory
31-32, 50, 52 GND - -
3-7, 9-10, 12, 14,
16-18, 20, 22-24,
26-29, 33-49 NC - Not connected

Table H.4: Pin assignment for GPS connector.

The ADCS board also provides interface connector for magnetorquers (see Table H.5), sun
sensors (see Table H.6) and JTAG daisy chain (see Table H.7). These connectors are type
S13B-ZR-SM4A-TF.

Pin no. Name Function Comment
1 NC - Not Connected
2 Mag1_1_B Coil X, first half -
3 Mag1_1_A Coil X, first half -
4 Mag2_1_B Coil X, second half -
5 Mag2_1_A Coil X, second half -
6 Mag1_2_B Coil Y, first half -
7 Mag1_2_A Coil Y, first half -
8 Mag2_2_B Coil Y, second half -
9 Mag2_2_A Coil Y, second half -
10 Mag1_3_B Coil Z, first half -
11 Mag1_3_A Coil Z, first half -
12 Mag2_3_B Coil Z, second half -
13 Mag2_3_A Coil Z, second half -

Table H.5: Pin assignment for magnetorquer connector.

Connector placements and mounting hole sizes and placements are documented in the PCB
layout placed on the appended CD.
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Pin no. Name Function Comment
1 SUN_EN1 Sun sensor 1 enable -
2 SUN_EN2 Sun sensor 2 enable -
3 SUN_EN3 Sun sensor 3 enable -
4 SUN_EN4 Sun sensor 4 enable -
5 SUN_EN5 Sun sensor 5 enable -
6 SUN_EN6 Sun sensor 6 enable -
7 SPI1_MOSI SPI master out slave in -
8 SPI1_MISO SPI master in slave out -
9 SPI1_SPCK SPI clock -
10 TWD I2C data -
11 TWCK I2C clock -
12 GND - -
13 VCC3V3_ADCS_sens 3.3 [V] power supply for sun sensors -

Table H.6: Pin assignment for sun sensor connector. Both SPI and I2C interface is pro-
vided.

Pin no. Name Function Comment
1 TDI_MOSI (bottom connector) SPI target data in

TDO_MISO (top connector) SPI target data out -
2 TDO_MISO_return SPI target data out Last board returns TDO to JTAG device
3 TCK_SCK SPI clock -
4 TMS_RST SPI reset -
5 GND - -
6 VCC 3.3 [V] sense Only one board provides this
7 UART_TX UART interface Only connected to ARM
8 UART_RX UART interface Only connected to ARM
9 - - Subsystem specific
10 - - Subsystem specific
11 - - Subsystem specific
12 Reset Resets ARM Subsystem specific
13 Reset2 Resets AVR Subsystem specific

Table H.7: Pin assignment for JTAG daisy chain connector.

H.2 Budgets

H.2.1 Power

The estimated power consumption for the ADCS is presented in Table H.8.

The values are not based on any measurements, but on datasheets and estimates. Average
detumbling power consumption of 81 [mW] and average pointing power consumption of
460 [mW] serve as performance measures when evaluating the controllers.

The states not addressed in Table H.8 have the power consumptions shown in Table H.9.

Approximately 100 [mW] of power is saved under worst case conditions, if the magnetor-
quers with iron core are used instead of magnetorquers without.
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State and part Worst case [mW] Average [mW] On time [%] Total [mW]
ADCS1 Detumble total: 183 81 90 81
- Magnetorquers 135 33 90 29.7
- Magnetometer 15 15 90 13.5
- AVR + CAN transciever 42 42 90 37.8
ADCS2 Pointing total: 530 460 10 46
- Magnetorquers 135 65 10 6.5
- Magnetometer 15 15 10 1.5
- Sun sensors 100 100 10 10
- Gyroscopes 40 40 10 4
- ARM + CAN transciever 240 240 10 24
Total power consumed by ADCS - - 100 127

Table H.8: Estimated power consumption for ADCS. Worst case is with maximum ac-
tuation on all magnetorquer coils without core. “On time” is the estimated
percentage of time the state will be used, and the total is calculated from this
value and average consumption.

State Worst case [mW] Average [mW] Comment
ADCS1 Off 0 0
ADCS2 Off 0 0
ADCS1 Idle 30 24 CAN active.
ADCS2 Idle 30 24 CAN active.
ADCS1 Standby 57 57 Magnetometer active.
ADCS2 Standby 395 395 Attitude estimation active.
ADCS1 Test 192 122 Magnetometer and actuator active.
ADCS2 Test 530 460 Attitude estimation and actuator active.
ADCS1 Diagnostics 192 122 Magnetometer and actuator active.
ADCS2 Diagnostics 530 460 Sensor sampling and actuator active.
ADCS2 Detumble 390 288 Magnetometer and actuator active.

Table H.9: Estimated power consumption for other states in ADCS.

H.2.2 Size

It has been accepted by the system engineering group that the ADCS has the following sizes
(within limits available in the Cubesat):

• ADCS board dimensions (height includes the coils with iron core and the Phoenix
GPS module):

– Length: 87 [mm]

– Width: 87 [mm]

– Height: 25 [mm]

• Magnetorquer dimensions (placed perpendicular to each other on three side panels):

– Length: 75 [mm]

– Width: 75 [mm]

– Cross sectional area: 2.5x4 [mm2]
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• Maximum sun sensor board dimensions1 (one board will be placed on each of the six
side panels):

– Length: 20 [mm]

– Width: 20 [mm]

– Height: 4 [mm]

Furthermore the ADCS board must adhere to the space board design layout made for
AAUSAT3, to fit into the stack and for modularity.

H.2.3 Mass

The mass budget for the ADCS is 0.2 [kg] (determined by system engineering group).

The ADCS has been calculated/estimated to weigh:

• Magnetorquer coils with iron core: 0.0186 [kg]

• Magnetorquer coils without core: 0.0534 [kg]

• ADCS prototype board: 0.032 [kg]

• Sun sensor boards: 0.090 [kg]

• Total weight: 0.194 [kg]

The Total weight is within the budget, but it is only a first estimate of the weight of the flight
ready ADCS.

H.2.4 Data Storage

In order to be able to save at least one orbit of data from the ADCS1, approximately 1.3
[MB] storage space must be available at a sampling frequency of 10 [Hz]. Saved data is raw
magnetometer measurements, control signal and controller state.

In order to be able to save at least one orbit of data from the ADCS2, approximately 1 [MB]
storage space must be available at a sampling frequency of 1 [Hz]. Saved data is raw sensor
values, attitude estimate, residuals, control signal, controller state and time stamp.

Additional space for software images must be available.

H.2.5 Economy

An estimated cost for one ADCS prototype board is presented in Table H.10. Prizes are
from component vendor Digikey Corp. and Elprint APS.

1Subject to changes.
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Part Amount Total cost (DKK)
ADCS PCB manufacturing (5 is min. amount) 5 2057
HMC6343 (magnetometer) 2 1200
HMC5843 (magnetometer) 2 192
SI9988 (driver) 9 360
ISZ-1215 (gyro) 1 33
IDG-1215 (gyro) 1 45
AT90CAN128 (AVR) 1 84
AT91SAM7A3 (ARM) 1 68
M25P128 (Flash memory) 2 138
Miscellaneous components - 500
Total cost - 4677

Table H.10: Estimated ADCS prototype cost.
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Appendix I
ADCS Hardware Schematics

This appendix contains pictures and schematics of the prototype ADCS PCB. The PCB
schematics and PCB layout are drawn with Altium Design Winter 09 and the documents
are placed on the appended CD.

Figure I.1: Top view of ADCS PCB (not completely soldered yet).
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APPENDIX I. ADCS HARDWARE SCHEMATICS

Figure I.2: Top view of ADCS PCB (not completely soldered yet) and GPS module (green
PCB).

Figure I.3: Bottom view of ADCS PCB (not completely soldered yet).
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Appendix J
CD Content

The content of the top folders on the appended CD is explained in the following:

• datasheets: This folder contains datasheets for the components used on the ADCS
hardware prototype.

• design: Files used for design of magnetorquers, calculation of worst case disturbance
torques and satellite inertia are placed in this folder.

• lib: This folder contains the AAUSAT3 Matlab Simulink library and all associated
components.

• misc: This folder contains a mex compile file and figure printing files.

• models: This folder contains various Simulink models used during development.

• test: This folder contains Simulink models and Matlab-files used during test of vari-
ous modules of the ADCS.

• toolboxes: Yalmip and SeDuMi are used as solvers and are therefore provided.

• igrf2005.d: IGRF coefficients valid from 2005-2010.

• readMe.txt: This is an installation guide which also explains how to use the satellite
simulation environment.

• startup.m: This file must be run every time the satellite simulation environment is
started up.

• thesis_10gr1035.pdf: The thesis in pdf format.
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